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Chapter 1

The Physics of Higgs Bosons

1.1 Introduction

The fundamental problem in particle physics is the nature of interactions between

particles (and �elds). In electricity and magnetism (E&M), one asks about the

interaction of charged particles, where certain laws, like charge conservation, are

known. Also known is the fact that the phase of a particle's wavefunction cannot

be measured, meaning that the product  � is invariant under global phase shifts.

This global phase invariance results in the previously known conservation of charge.

A remarkable thing happens when this global phase invariance is further extended

to a local phase invariance. One generates the form of interactions between the

charged particles, via a new gauge �eld, the photon. So, having never seen light,

we could have predicted its existence with the simple requirement of local phase

(gauge) invariance.

The Standard Model (SM) consists of a larger symmetry group than the U(1)

symmetry of E&M. It is SU(3)
SU(2)
U(1), and all interactions are generated

by the requirement of local gauge invariance under rotations in the various spaces.

1



It is known, however, that some of the gauge �elds responsible for the electro-weak

interactions (those in SU(2)
 U(1)) are massive, but the addition of mass terms

in our Lagrangian L breaks the very symmetry used to predict the gauge �elds!

The solution used by the SM to add these masses, while maintaining the renor-

malizability of the theory, is the application of spontaneous symmetry breaking

(SSB). SSB applied to a gauge theory is known as the Higgs mechanism, and any

number of massive scalar particles (Higgs) are produced in the process.

The following sections describe the power of local gauge invariance as a tool in

predicting gauge �elds, and the role of the Higgs mechanism in allowing massive

gauge �elds in the electroweak sector of the SM. I then move to a richer, non-SM

Higgs sector, which is the object of this analysis.

1.2 E&M

In the event that we were unaware of Maxwell's equations, but did know Schrodinger's

equation, it would be possible through the application of gauge invariance, to pre-

dict the existence of light. Consider some quantum mechanical (QM) observable:

O =
Z
 �O (1.1)

which is clearly invariant under the rotation

 (x)! ei� (x) (1.2)

in the case that the angle of rotation does not depend on time or space. If, however,

we demand the freedom to choose di�erent phases at di�erent points in space-time

(ie � ! �(x) ), then the derivative terms in our Schrodinger equation will transform

like [1]:
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@� (x)! @� 
0(x) = ei�(x)[@ (x) + i(@��(x)) (x)] (1.3)

If one postulates the existence of a �eld, which appears in conjunction with the

derivative in a way which cancels the unwanted term in equation (3), local gauge

invariance can be preserved. The covariant derivative is the result

D� = @� + ieA� (1.4)

where the gauge �eld transforms like

A� ! A� � 1

e
@��(x) (1.5)

resulting in

D� (x)! D0
� 

0(x) = ei�(x)D� (x) (1.6)

We therefore predict the existence of light, through the requirement that our QM

observable not depend on when or where we rotate our �elds.

Now consider a �eld theory with our complex �eld  (x) and our gauge �eld

A�. A locally invariant L can be written:

L = �1

4
F��F

�� + � (x)(i�D� �m) (x) (1.7)

where

F�� = @�A� � @�A� (1.8)

L describes a massive  (x), but note that A� must remain massless

�m2jA0(x)j2 6= �m2jA(x)j2 (1.9)
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So that local gauge invariance is enough to predict gauge �elds, and imply the

form of their interaction with massive �elds, provided the gauge �elds themselves

have no mass.

1.3 SSB and the Goldstone theorem

In the previous section, a L whose physical particle spectrum reected the sym-

metry under consideration was outlined. In the case of SSB, the L which reveals

the physical spectrum no longer shows, in any obvious way, the original symmetry.

The model �rst investigated by Goldstone is[2]

L =
1

2
[(@��1)(@

��1) + (@��2)(@
��2)]� V (�21 + �22) (1.10)

V (�2) =
1

2
�2j�j2 + 1

4
j�j(j�j2)2 (1.11)

� �
 
�1
�2

!
(1.12)

where �1 and �2 are real scalar �elds. This L is invariant under SO(2) rotations

�! �0 = R� (1.13)

where R is the usual 2-D rotation matrix. One investigates the behavior of the

vacuum by considering small uctuations of the �elds, LSO. If �
2 > 0, the potential

is minimum for

h�i =
 
0

0

!
(1.14)

In this case,

LSO =
1

2
[(@��1)(@

��1)� �2�21] +
1

2
[(@��2)(@

��2)� �2�22] (1.15)
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neglecting O(�4). This is the L for scalar �elds with common mass �2. If one

chooses the parameter �2 < 0, the minimum in the potential (the vacuum) occurs

for

@V

@�2
=

1

2
�2 +

1

2
��2 = 0 (1.16)

h�i20 = ��
2

j�j � v2 (1.17)

which represents a continuum of possible vacuum states, none of which reects the

original symmetry. Choose

h�i0 =
 
v

0

!
(1.18)

Expanding around the new vacuum state

�0 = �� h�i0 =
 
�

�

!
(1.19)

substituting back into L, we obtain

LSO =
1

2
[(@��)(@

��) + 2�2�2] +
1

2
[(@��)(@

��)] (1.20)

So there is now a �eld, �, with mass �2�2, and a massless �eld �. The massless �eld
is a Goldstone boson, and one Goldstone boson will be generated for each broken

continuous symmetry of L. This production of massless scalars is known as the

Goldstone theorem [3]. The non-observation of massless scalars seems to exclude

SSB as a mechanism in physical theories. If, however, one considers symmetries of

the gauge group as opposed to the �elds, a very useful result is obtained, as shown

in the next section.
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1.4 The Higgs mechanism

In section 1, local gauge symmetry was imposed on a L, which resulted in the

requirement of the photon �eld, as well as interactions between the particle �elds

and the photon �eld. However, the fact that the L which contained the physical

�elds also reected the original gauge symmetry, prevented the introduction of

gauge particle masses. Because gauge particles are the carriers of force, and the

weak force is known to be very short range, it is imperative to write down a L which

allows for massive gauge particles. The solution is known as the Higgs mechanism,

and is the result of SSB applied to the SU(2)
U(1) symmetric electroweak sector
of the SM L.

1.4.1 Higgs in U(1)

The Higgs mechanism appears in the case of SSB in U(1) when the phase invariance

becomes a local requirement. Consider the L for charged scalars [4]

L = jD��j2 � �2 j�j2 � j�j (���)2 � 1

4
F��F

�� (1.21)

where

� =
�1 � i�2p

2
(1.22)

and

D� = @� + iqA� (1.23)

Again, the covariant derivative D� allows the L to remain invariant under the

simultaneous transformations

�(x) ! eiq�(x)�(x) (1.24)
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A�(x) ! A�(x)� @��(x) (1.25)

If one chooses �2 > 0, the result is a L for charged scalars with a common mass

�. If one chooses �2 < 0, the potential has a minimum for

D
j�j2

E
0
= �1

2

�2

j�j �
v2

2
(1.26)

Choosing the vacuum to be the real part of �

h�i0 =
vp
2

(1.27)

�0 = �� h�i0 (1.28)

� can be parameterized by

� = ei�=v(v + �)=
p
2 (1.29)

' 1p
2
(v + � + i�) (1.30)

Substituting back into the LSO gives

LSO =
1

2

h
(@��)(@

��) + 2�2�2
i
+
1

2
[(@��)(@

��)]

� 1

4
F��F

�� � qvA�(@
��) +

q2v2

2
A�A

� + � � � (1.31)

and it appears that we have generated another massless �eld, �, while also pro-

viding a mass for the gauge �eld, A�. The true particle spectrum is obscured by

the term mixing A� and �; but we still have free choice of our gauge. Picking the

transformation

A� ! A� +
1

qv
@�� (1.32)
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�! e�i�=v� = (v + �)=
p
2 (1.33)

This form of � is then substituted back into equation (21), and

LSO =
1

2

h
(@��)(@

��) + 2�2�2
i
� 1

4
F��F

�� +
q2v2

2
A�A

� (1.34)

The particle spectrum is now clear. The gauge �eld has a mass qv, the � �eld has a

squared mass �2�2, and the � �eld has disappeared. The reason for the disappear-
ance is the new mass of the gauge �eld. Massless �elds have only two polarizations

(transverse) while massive ones have an additional longitudinal polarization. The

� �eld has become the longitudinal polarization of the gauge �eld. So, when SSB is

applied to locally symmetric Lagrangians, one avoids the appearance of Goldstone

bosons, while solving the problems of massive gauge �elds. However, one also gen-

erates new massive �elds which appear in the physical spectrum, in the case the

� �eld. This is the so-called Higgs �eld, and if the SM is correct, the Higgs must

exist.

1.4.2 SU(2)
 U(1)

The symmetry group SU(2) has generators �i which obey the Lie algebra [5]

�
�i
2
;
�j
2

�
= i"ijk

�k
2

(1.35)

where the �i are the Pauli matrices

�1 =

 
0 1
1 0

!
; �2 =

 
0 �i
i 0

!
; �3 =

 
1 0
0 �1

!
(1.36)

The generator of the U(1) symmetry is a charge operator, but this is not the

electric charge, it is hypercharge. Its coupling to the �elds will therefore be written

generally as g. A rotation in SU(2) space is
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 (x)!  0(x) = ei
~��~�
2 (x) (1.37)

and the  (x) is an SU(2) spinor �eld, while a rotation in U(1) is

 (x)!  0(x) = eiy� (x) (1.38)

where y is the hypercharge carried by  . As usual, a locally invariant L is required.

The covariant derivative in this case is [6]

D� = @� + ig
~� �W�

2
� ig0

2
B� (1.39)

for left handed leptons, which form the left handed SU(2) doublets

 
�e
e�

!
;

 
��
��

!
;

 
��
��

!
(1.40)

and

D� = @� � ig0B� (1.41)

for right handed �elds. The choice of the Higgs �eld is a complex scalar doublet

[7]

� =
1p
2

 
�1 + i�2
�3 + i�4

!
(1.42)

Again, we pick �2 < 0 in the Higgs potential, and pick a vacuum state for the

Higgs �eld

h�i0 =
1p
2

 
0

v

!
y = 1 (1.43)

Although any choice of h�i0 will generate masses for the gauge particles, this

particular choice is physically sound. The photon should remain massless, and
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because charge is the generator of the U(1)em symmetry, a neutral �eld will leave

this symmetry unbroken. And electric charge is

Q = T3 +
y

2
(1.44)

where T3 is the third component of weak isospin. In this case

Q�0 = 0 (1.45)

So that

�00 = eiQ�(x)�0 = �0 (1.46)

and we will be left with a massless photon. The term in the L relevant to the

gauge particle masses is

�����
 
�ig~�

2
� ~W� � i

g0

2
B�

!
�

�����
2

(1.47)

=
1

8

������
0
@ gW 3

� + g0B� g
�
W 1

� � iW 2
�

�
g
�
W 1

� + iW 2
�

�
�gW 3

� + g0B�

1
A
 
0
v

!������
2

=
1

8
v2g2

h
(W 1

�)
2 + (W 2

�)
2
i
+
1

8
v2(g0B� � gW 3

�)(g
0B� � gW 3�

=
�
1

2
vg
�2
W+

� W
�� +

1

8
v2
�
W 3

� ; B�

� g2 �gg0
�gg0 g02

! 
W 3�

B�

!

So, there is a mass generated for the W� of (1=2)gv, but the W 3
� and B� re-

main mixed. Diagonalizing the matrix in coupling constants reveals the particle

spectrum. There are two neutral eigenvectors

A� =
g0W 3

� + gB�p
g2 + g02

mA = 0

Z� =
gW 3

� � g0B�p
g2 + g02

mZ =
1

2
v
q
g2 + g02
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So, the Higgs mechanism has successfully added masses to three of the four gauge

particles associated with SU(2) 
 U(1) while leaving the fourth gauge particle

massless. It has also, in the process, produced one massive scalar �eld which has

yet to be discovered.

Of course, another course of action may be to drop gauge invariance altogether,

and simply add the mass terms of fermions and gauge particles by hand. How-

ever, we would �nd upon doing this, a theory which is completely useless: gauge

invariance insures that our theory is renormalizable, so divergent terms may be

cancelled. Without this, in�nite cross-sections could exist, and such results are

clearly meaningless.

1.5 Beyond the SM Higgs

It is not known whether the SM Higgs scalar is truly the source of the gauge

particle masses and fermion masses, or merely a useful trick. Other models of the

Higgs sector should therefore be explored as alternative sources of masses. I will

introduce such an alternative, and discuss e�orts at Fermilab to discover one of

the resulting massive scalar Higgs particles.

A minimal extension one might consider, and this coincides with the extension

found in SUSY, is the addition of another complex scalar doublet [8].

�1 =

 
�01
��1

!
; �2 =

 
�+2
�02

!
(1.48)

where the superscripts refer to the eigenvalues of Q. The coupling of the doublets

to the fermions is not unique, and I will choose (as in the Minimal Super-Symmetric

Model (MSSM)) the scheme where �1 couples to up-type quarks and neutrinos,

while �2 couples to down-type quarks and charged leptons. The usual SSB results

in the choice
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h�1i0 =
 
v1
0

!
; h�2i0 =

 
0

v2

!
(1.49)

leading to the popular de�nition

tan � � v2
v1

(1.50)

We started with two complex scalar doublets, or eight degrees of freedom in our

Higgs sector. Three of the gauge particles (W�; Z) acquire masses, leaving �ve

degrees of freedom, which show up as observable �elds. These are

H�; A0; H0; h0

The charged Higgs couplings to the fermions is a part of the L in which we can

make a choice. The �rst choice is to allow one doublet to couple to both up and

down type quarks, while the other couples to no quarks at all. The second choice

to to allow one doublet to couple only to up-type quarks, while the other couples

only to down-type. This second choice, the so-called Model II coupling, insures

that at tree level, we have no H+ mediated avor changing neutral currents (a

process forbiden in the SM).

In the case of the Model II couplings, the H+ couplings to the fermions are

given by:

LH+ �UD =
g

2mW

p
2

�
H+ �U [mU cot �K(1� 5) +mD tan �K(1 + 5)]D

�
(1.51)

where U and D are the up and down fermions, and K is the CKM matrix for the

quarks, and the identity for the leptons. If mH+ < mt � mb, then t ! H+b can

have a signi�cant branching ratio (BR).

The coupling of the H+ to fermions is proportional to the fermion mass, so

if a H+ decays to a lepton, it will decay to the heaviest allowed, the � , and if it

decays to quark pairs, it will again choose the heaviest, c�s. In fact, when MH+
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Figure 1.1: Branching ratios for the three possible �nal states of H+ decay.

becomes large, the decay H+ !W+b�b, via a virtual top becomes important in the

region of low tan �, as indicated in �gure 1.1. The dependence of BR(t ! H+b)

on MH+ ; tan � is shown in �gure 1.2.

Lepton universality dictates that the W couple equally to all leptons, and one

should therefore �nd equal numbers of W ! l in a collection of t�t decays. Because

of the nature of the Higgs coupling, an abundance of events of the type t�t! �+jets

is the signature sought in this analysis. This type of search [10] probes the region

tan � � 1.
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Figure 1.2: Branching ratios of top to charged Higgs, for various MH+.

Final state First decay Secondary decays BR for secondary decays

1 t�t!W+W�b�b W+ ! �+�� ;W
� ! l 0.025

2 t�t!W+W�b�b W+ ! �+�� ;W
� ! jets 0.15

3 t�t!W+H�b�b W+ ! �l; H� ! � ��� 0.11
4 t�t!W+H�b�b W+ ! jets;H� ! � ��� 0.68
5 t�t! H+H�b�b H+ ! �+�� ; H

� ! � ��� 1

Table 1.1: Decay modes, and their branching ratios, for t�t! � +X, given a H+.

1.5.1 Experimental signatures

For tan� ' 3 or greater, a search for violation of lepton universality in t�t events

can be based on a comparison of the �nal states given in Table 1.1, where l refers

to each individual charged lepton (e; �; �). Unlike the other leptons, the � decays

before reaching any of the detector elements, and must be identi�ed through its

decay products. Such identi�cation atD; relies only on the hadronic decays, which
constitute 64.5% of all � decays. Table 1.2 lists the available top quark pair decay

modes which we use for this search, and the BRs and �nal states for each.

The �rst �nal state in Table 1.1 has a very small BR, and is therefore not useful.

Although �nal state 2 also has a small BR, it is important because it represents
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Final state BR Topology of �nal state

2 0.1 5jets+ 6ET

4 0.44 5jets+ 6ET

5 0.42 4jets+ 6ET

Table 1.2: Final states leading to the t�t! �+jets topologies used in this analysis.
Final states 2 and 4 include their charge-conjugate reactions.

the SM contribution to the inclusive � yield for t�t events. The third �nal state

is also not considered a useful channel. Because we will rely on a violation of

lepton universality in what is expected to be a small number of selected events,

the violating channel must therefore have a much larger BR than the yield from

the SM,if a statistically signi�cant statement is to be made. Final states 4 and 5

have large BRs, and are consequently considered useful channels. For details on

the partial widths used in the calculation of BR(t! X), and BR(H+ ! X), the

reader is referred to the D� note for the indirect search results, [9].
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Chapter 2

The Experiment

2.1 Accelerator complex

The Fermilab Tevatron [13] is currently world's highest energy particle accelerator.

It collides beams of protons (p) and anti-protons (�p) each having an energy of 900

GeV, achieving a total center of mass energy of 1.8 TeV. A schematic of the

Fermilab complex is shown in Figure 2.1. The major subsystems are:

� Pre-accelerator

� Linac

� Booster

� Main Ring

� anti-proton source

� anti-proton Debuncher and Accumulator

� Tevatron
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Figure 2.1: Layout of the Fermilab accelerator complex (not to scale).
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The source of protons for use in Fermilab begins in the pre-accelerator. Here,

H2 molecules are transformed into H� ions when they collide with electrons at

the surface of a catalyst, in a device called the magnetron. H� ions leave the

magnetron with an energy of 18 keV, and enter a Cockroft-Walton accelerator, a

solid-state device which accelerates the ions to an energy of 750 keV in cycles of

15 Hz.

Upon leaving the pre-accelerator, the H� bunches enter the Linac, a 150 meter

linear accelerator which increases the H� energy to 200 MeV for run IA, and 400

MeV for runs IB and IC. The Linac applies an RF �eld to the H� bunches during

a short time while the bunches are gaps between drift tubes. While in the drift

tube, the H� are collimated and move at constant velocity. The �rst stage of the

Linac operates at 201.24 MHz, while the second stage operates at 805 MHz. Upon

reaching the end of the Linac, the H� ions are passed through a carbon foil, which

strips the electrons, leaving only the proton.

The protons enter the booster, which is a 151 meter radius synchrotron oper-

ating at 15Hz. The booster can hold up to 84 bunches of protons, each bunch

consisting of 6 merged bunches from the Linac. Here, the energy of the protons is

boosted to 8 GeV.

The Main Ring is the next stage for the 8 GeV protons. Prior to the con-

struction of the Tevatron, the Main Ring was the highest energy accelerator in

the world, operating at a maximum of 400 GeV. The Main Ring is a 1000 meter

radius synchrotron, which directs the protons using 774 water-cooled dipole mag-

nets. The beam is re-focused using a series of 240 quadrupole magnets. The Main

Ring lies in a plane everywhere, except at the B0 and D0 interaction points. At

B0, the particles are bent 19 feet above the plane, and at D0 they are bent 89.2

inches above the plane. This allows room for placement of the detectors.

Certain proton bunches are extracted from the Main Ring after being acceler-

ated to 120 GeV, and directed onto a target of Ni. The result is a spray of particles,
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some of which will be anti-protons. The maximum yield is 107 anti-protons for

every 1012 protons. The particles emerging from the Ni target pass through a solid

Li cylinder, such that the average particle velocity is along the axis of the cylinder.

The Li cylinder carries large pulses of current (500,000 A) anti-aligned with the

average particle velocity, and the result is that all positively charged particles are

de-focused, and all negatively charged particles are focused along the cylinder axis.

A pulsed dipole magnet selects 8 GeV anti-protons from the anti-proton source,

and directs them into the Debuncher/Accumulator. The Debuncher is a storage

ring in which the anti-proton bunches are rotated in phase space from a point with

large momentum uncertainty and small time uncertainty, to a point with small

momentum and large time uncertainties. The bunches are then stochastically

\cooled". This is a process in which corrective signals are applied to the orbits of

the bunches. Because the inuence of other particles in the beam is quite large, the

e�ect of any single corrective signal is small, but the accumulated e�ect of many

corrections is large. The particles are transferred into the Accumulator before

the next cycle of anti-proton production from the Main Ring, which occurs at 2.4

second intervals. In the Accumulator, the anti-protons are cooled for several hours,

until their injection back into the Main Ring.

The �nal phase in the life cycle of protons and anti-protons at Fermilab is

injection into the Tevatron. Bunches of protons or anti-protons are injected at 150

GeV into the Tevatron from the Main Ring, where they are accelerated to as much

as 900 GeV. Because of their opposite sign charge, protons and anti-protons are

able to share the same beam-pipe and RF �elds. The dipoles and quadrupoles in

the Tevatron operate at 4.6 K, and are super-conducting. In the collider mode, six

bunches of protons and anti-protons travel around the accelerator and are made

to cross at the two interaction points. The B0 region houses the CDF detector,

while D0 occupies the D0 region. The same six bunches are used over the course

of about 18 hours, at which time the luminosity is too low to be useful. During the
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operation of the Tevatron, the Main Ring continuously creates new anti-protons,

so that the Tevatron may run uninterrupted.

2.2 The D� Detector

The D� detector [11] [12], shown in �gure 2.2, is a large, multipurpose detector

used in the study of proton-antiproton collisions at the Fermilab Tevatron.

Discussion of the detector will refer to a right handed coordinate system, in

which the positive z-axis is along the proton direction, and y points up. The

azimuthal and polar angles are denoted � and �, respectively, where � = 0 is

aligned with the z-axis. If the quantity � we to be used in calculations involving

two di�erent physics objects in an event, the rest frame of each of those objects

would have to be known; � is not a Lorentz invariant. For that reason, we choose

to use he pseudo-rapidity, de�ned by:

� = �ln
 
tan

 
�

2

!!
(2.1)

which is a good approximation to the true rapidity:

y = ln

 
E + pz
E � pz

!
(2.2)

when m << E.

The units used in data analysis warrant some comment. The intensity of the

proton anti-proton beams is measured in units of Luminosity, L, which has units

cm�2 s�1. The probability per unit of L that a particular kind of interaction will

take place is called a cross-section, �, and has units of area; the unit commonly

used in particle physics is the barn, where b � 10�24 cm2. These de�nitions provide

a convenient measure of the reaction rate R for some process:

R = L� (2.3)
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Figure 2.2: Cutaway view of the D� detector.
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And the total number of events Ne expected from some process over time is cal-

culated in terms of the integrated luminosity:

Ne = �
Z
L dt (2.4)

The central detector is comprised of four major subsystems, whose primary

function is to enable reconstruction of three dimensional tracks of charged particles.

The innermost section is the vertex drift chamber (VTX). The VTX is surrounded

by the transition radiation detector (TRD). The TRD is inside the central drift

chamber (CDC), and capped on either side by the forward drift chamber (FDC).

Resolution of tracks enable one to distinguish electromagnetic showers arising

from electrons, or =�o. Measurements of dE=dx allow one to determine whether a

track is due to a single particle, or multiple tracks closely spaced, as one might ex-

pect for  ! e+e�. The central detector also uses timing information to determine

the z position of the interaction.

2.2.1 Drift Chamber Principles

When a charged particle travels through a gas, it interacts with electrons bound

to atoms in the gas, liberating them and producing electron-ion pairs. In the pres-

ence of an electric �eld, the electrons would drift toward the anode, encountering

other atoms along the way, and, if enough energy is available, liberating one of

its electrons. This exponential rise in the number of free electrons is called an

avalanche. When the avalanche arrives at the anode, a current signals the passage

of a charged particle. The ratio of the �nal number of electrons to the initial num-

ber deposited is called the gas gain. The very high electric �eld needed to produce

a large avalanche, and hence a large signal, is achieved by using a small diameter

wire as the anode, or sense wire. Moreover, because the chamber geometry results

in a �eld which is nearly constant far from the sense wire, the drift velocity of the

electrons is nearly constant, and the time required for the avalanche to arrive can
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be used as a measure of the distance of closest approach of the incident particle. In

addition, the drift velocity of electrons attens out considerably for large electric

�elds ( 1kV/cm) ,[17]Fig 10.3, and a large electric �eld is therefore desirable.

2.2.2 Vertex Drift Chamber

The VTX [16] is used to �nd the vertex position and paths of charged particles, as

well as identifying charged particles which arise from conversions in the TRD. Four

concentric carbon �ber cylinders enclose the three layers which make up the VTX.

The inner layer has sense wires arranged in a jet geometry which are 97cm long,

and each successive layer has wires 10cm longer than the previous one. Figure

2.3 shows an end view of the VTX, and Table 2.1 details the chamber parameters.

The sense wires are staggered by 100�m in each cell in order to resolve the

Figure 2.3: End view of the vertex chamber.

ambiguity of whether a particle passes to the left or right of a sense wire. The r�

position of a hit are determined by the wire hit, and the drift time. The z position

is determined by charge division along the sense wire.
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Active Radius 3.7cm - 16.2 cm
Number of Layers 3
Active lengths of each layer (cm) 96.6, 106.6, 116.8
Number of cells in each layer 16, 32, 32
Sense Wire separation 4.57mm radially with 100�m stagger
Sense Wire specs 25 �m NiCoTin, 80g tension
Sense Wire Voltage +2.5 kV
Field Wire specs 152�m Au-plated Al, 360g tension
Gas composition CO2 95%, 2CH3 5%, H2O 0.5%
Gas pressure 1atm
Average Drift Field 1kV/cm
Drift Velocity � 7:3�m=ns
Maximum drift distance 1.6cm
Gas gain 4 x 104

Position resolution r� � 60�m; z � 1:5cm

Table 2.1: Vertex Drift Chamber Parameters.

2.2.3 Transition Radiation Detector

Transition radiation has proven a useful tool in the identi�cation of high energy

electrons. When an electron travels through a material with a low dielectric con-

stant, the polarization of the material has a small e�ect on the electron's �eld so

that is has a large spatial extent. When the electron traverses a boundary to a

material with a higher dielectric constant, the sudden redistribution of charge in

the medium as a result of the electron's changing �eld results in radiation. At high

energies, this radiation is emitted primarily as X-rays. The total energy emitted

upon crossing a single surface is:

W =
2

3
�!p (2.5)

Note that the energy emitted increases linearly with the Lorentz factor. The emit-

ted radiation is forward, and contained in a cone of � � 1=. A TRD is therefore

quite useful for the separation of particles with equivalent energies, but di�er-

ent masses. The large di�erence in mass between electrons and mesons/hadrons

therefore makes the TRD a good discriminator.
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The D� TRD consists of three separate units, each containing a radiator and

an X-ray detection chamber. The radiator section of each unit consists of 393 foils

of 18�m thick polypropylene in a volume �lled with N2. The gap between foils is

150� 150�m. The gaps are maintained with an pattern embossed on the surface

of the polypropylene. For the D� radiator con�guration, the transition radiation

X-rays have an energy distribution which peaks at 8 keV, and is mostly contained

below 30 keV.

X-ray detection occurs in a drift chamber just outside the radiator. Charged

collected in the drift chamber results from transition radiation X-rays, and ioniza-

tion produced by all charged particles traversing the chambers. The magnitude

and time of arrival of charge are both used to distinguish electrons from hadrons.

The outer support of each TRD unit is a 1.1 cm thick plastic honeycomb with

�berglass skins. The radiator and detector volumes are separated by a pair of

23�m windows. Dry C02 is circulated between these windows to prevent the N2

in the radiator volume from polluting the gas in the detector volume, which is a

mixture of Xe(91%); CH4(7%); C2H6(2%). The thickness of the TRD at normal

incidence is 8.1% of a radiation length, and 3.6% of an interaction length.

2.2.4 Central Drift Chamber

The CDC provides tracking at large angles, out to about j�j � 1:2, and lies outside

the TRD, and just inside the calorimeter. Its geometry is cylindrical, with a

physical length of 184cm. The detector consists of four concentric rings, each

containing 32 cells. Like the VTX, its sense wires have a jet geometry, with sense

wires staggered by 200�m to help resolve left-right ambiguities. In addition, cells

are o�set by one half between each layer. This provides an average drift distance

of � 7cm. Each cell is constructed from Rohacell foam wrapped in epoxy coated

Kevlar cloth, and wrapped with a double layer of 50�m Kapton. Grooves are cut
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Active radius 51.8 - 71.9 cm
Number of layers 4
Active length 179.4, 106.6, 116.8 cm
Number of cells per layer 32
Number of sense wires 7/cell, 896 total
Sense wire separation 6.0 mm radially, 200 �m stagger
Sense wire specs 30 �m Au-plated W, 110 g tension
Sense wire voltage +1.45 kV (inner) - +1.58 kV (outer)
Number of Delay lines 2/cell, 256 total
Delay line velocity 2.34 mm/s
Field wire specs 125 �m Au-plated CuBe, 670 g tension
Gas composition Ar 93%, CH4 4%, CO2 3%, H2O 0.5%
Gas pressure 1 atm
Average drift �eld 620 V/cm
Drift velocity � 34 �m/ns
Maximum drift distance 7 cm
Gas gain 2x104 (inner SW) - 6x104 (outer SW)
Position resolution r� � 180�m; z � 2:9 mm

Table 2.2: Central Drift Chamber Parameters.

into the cell walls to accommodate teon tubes containing inductive delay lines

which lie in the planes of the cell's seven sense wires. The r� hit is determined with

the wire hit and drift time, while the z position is determined via the delay lines.

The inner radius of the CDC is comprised of a composite carbon �ber/Rohacell

tube to minimize conversions, and the outer radius is made of 0.95cm Al, and serves

at the support structure. Table 2.2 details more completely the CDC parameters.

2.2.5 Forward Drift Chambers

The FDC extends the outer tracking to coverage to � � 3:1. This section of

the detector lies just outside the VTX,TRD and CDC, and just inside the end

calorimeter. Its outer radius is somewhat smaller than that of the CDC to allow

passage of cables from the interior chambers. Each FDC is constructed from

three separate layers of chambers: two layers measuring � which sandwich one
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� modules � modules

Active z extent 104.8 - 111.2 cm 113.0 - 127.0 cm
128.8 - 135.2 cm

Number of cells per layer 4 quads of 6 cells 32
Number of sense wires 8/cell, 384/FDC 16/cell, 576/FDC
Sense wire separation 8.0 mm radially with 200 �m stagger
Sense wire specs 30 �m Au-plated W, 50 - 100g tension
Sense wire voltage +1.55 kV +1.66 kV
Number of delay lines 1/cell, 48/FDC none
Delay line velocity 2.35 mm/ns NA
Field wire specs 163 �m Au-plated Al, 100 - 150 g tension
Gas composition Ar 93%, CH4 4%, CO2 3%, H2O 0.5%
Gas pressure 1 atm
Average drift �eld 1.0 kV/cm
Drift velocity 40�m/ns 37�m/ns
Maximum drift distance 5.3 cm
Gas gain 2:3x104 (inner SW) 3:6x104

5:3x104 (outer SW)
Position resolution (drift) � 300�m � 200�m

Table 2.3: Forward Drift Chamber Parameters.

layer measuring �. The � layer is a single chamber consisting of 36 sectors, each

with 16 anode wires which are parallel to z. The � layers are comprised of four

mechanically separated sections, each composed of six rectangular cells arranged

in increasing radii. Each cell contains eight sense wires which are parallel to z.

The two � layers are rotated with respect to each other by 45 degrees. The sense

wires in all modules are staggered by 200�m to help resolve left-right ambiguities.

Table 2.3 shows the FCD parameters in more detail.

2.3 Calorimeter

2.3.1 Principles of Calorimetry

A calorimeter ([18], pg 257) is a device into which a particle deposits energy,

through a series of interactions which produces successively lower energy particles.
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This collection of particles is termed a shower. Some of the energy will be deposited

in a practical, detectable form such as scintillation light, Cherenkov light, ionization

charge, etc. Advantages of using calorimeters over mass spectrometers include:

� Sensitive to charged and neutral particles

� Energy Resolution improves 1=E1=2

� Length of the detector scales logarithmically with particle energy. A mag-

netic spectrometer scales as p1=2 for a given relativistic momentum resolution

�p=p

For electrons and positrons, the primary mechanism for energy loss in matter is

bremsstrahlung, and for photons it is pair production, for energies above approx-

imately 1GeV. When one of these electromagnetic (EM) objects loses energy, it

produces other, lower energy EM objects; it is through a succession of these pro-

cesses that the electromagnetic cascade (EMC) is formed. The process giving rise

to the EMC is fully described by QED, and essentially depends on the density of

electrons in the absorber medium; it is for that reason that the EMC properties

can be described in a material independent way, using the radiation length, X0.

The amount of energy lost through radiation is:

(dE)radiation = �E dx

X0

; X0 � 180AZ�1 (2.6)

Lower energy portions of the EMC are governed by lower energy processes, ion-

ization loss and excitation, collectively termed collision losses. The energy lost to

collisions also decays exponentially with X0:

(dE)collision = �� dx
X0

; �(MeV ) � 550Z�1 (2.7)

where � is the critical energy of the medium.

Hadronic cascades (HC) are fundamentally di�erent from EMCs, and no simple

analytic description of the HC shower exists. Hadrons lose energy mainly through
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non-elastic collisions with nuclei. There are two major limitations to the energy

resolution of hadronic calorimeters. First, a large number of the secondaries are

�os, which will continue to lose energy electromagnetically, without any nuclear

interactions. Second, a sizeable amount of the incident particles energy will be

spent breaking up or exciting nuclei. Only a small fraction of this energy is visible.

Dimensions of a HC scale with �, the absorption length, or interaction length.

Hadronic showers are much more extended spatially than EMC of the same energy.

A homogeneous calorimeter is one in which the absorbing material is continuous

throughout the particle shower. Examples of this type are NaI, and lead-glass

(glass loaded with 50-60% PbO). Homogeneous detectors have the best energy

resolution, but have the drawback that one can only measure the total energy

deposited. Information on the shower shape, important in the discrimination of

leptons and hadrons, is lost.

An alternative approach to calorimetry is to alternate layers of active material

and absorber material. One instantly sees one advantage to this design: A more

compact detector can be designed, because a very high Z absorber can be used

without concern for whether that absorber will also produce a signal. In addition,

the active portion of the detector may be chosen for its signal response without

concern for its ability to absorb energy. Such a device is called a sampling calorime-

ter. The disadvantage of this design is that only a fraction of the deposited energy

is measured, resulting in additional uctuations in the energy measurement.

Particles incident on a detector in a physics experiment typically come in the

form of complicated jets, which may contain both hadrons and leptons. Because

of the energy lost in nuclear processes and neutrinos produced in hadronic decays,

the response of the calorimeter (homogeneous or sampling) will be di�erent for

hadrons and leptons. The ratio of a calorimeter's response to pions and electrons,

quanti�es this di�erence. If this ratio is close to one, uctuations in the decay of a

particular hadron will not a�ect the resolution of the energy measurement of that
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hadron, and for jets comprised of decaying hadrons. A calorimeter with e=� � 1

is said to be compensating. The e=� ratio for the D� detector ranges from 1.08

at 10GeV to about 1.03 at 150GeV [19].

For a localized deposit of energy (jet) with mean value �, and error �, the

energy resolution of the D� detector is parameterized by:

 
�

�

!2

= C2 +
S2

E
+
N2

E2
(2.8)

where E is the beam energy in GeV, S is due to statistical errors in sampling, C is

a constant term reecting such e�ects as momentum spread of the beam, upstream

energy losses and shower leakage, and unequal response to to EMC and HC, and

N accounts for energy-independent contributions such as electronic and Uranium

noise. For electrons, the measured parameters are:

C = 0:003� 0:002; S = 0:157� 0:005; N � 0:140 (2.9)

and for pions:

C = 0:032� 0:004; S = 0:41� 0:04; N � 1:28 (2.10)

2.3.2 Calorimeter Geometry

The D� detector uses liquid Ar (LAr) as an ionization medium, and depleted

Uranium as the primary absorber. Cu and stainless steel are used as absorber

materials in the outer portions of the detector. Each module in the calorimeter

contains several layers of absorber plates, separated from each other by a LAr �lled

gap of 2.3mm. The signal is read out on a Cu pad sandwiched between two 0.5mm

thick pieces of G10, covered with a resistive epoxy coating. The calorimeter is

operated with the Cu pad at ground, and the epoxy held at 2.0-2.5 kV. When

charged particles pass through the LAr, they leave a trail of ionization, which

is collected on the epoxy coating, and read out on the Cu plate via capacitive
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Figure 2.4: Cutaway view of the calorimeter.

coupling. Each signal board is sub-divided into smaller sections to help resolve the

transverse shower dimension. Corresponding cells in adjacent boards are ganged

together to form readout cells.

The transverse sizes of cells were chosen to be comparable to the transverse

sizes of showers: 1-2 cm for EMC, and about 10cm for HC. The typical size of jets

is
p
��2 +��2 � 0:5. Finer segmentation allows for the determination of shower

shape.

Figure 2.4 shows a cut-away view of the calorimeter. In order to allow access

to the central detector, the calorimeter is divided into three major components:

the central calorimeter (CC), and the end calorimeter (EC).

The CC contains three concentric layers of modules. The inner layer contains

32 EM modules, which absorb most of the EM energy. The middle layer contains

16 �nd hadronic (FH) modules, which contain most of the energy due to hadronic
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decays. The outer layer contains 16 course hadronic (CH) layers. The CH measures

leakage out of the FH, and reduces the amount of energy lost due to punchthrough.

The EC also contains three concentric layers of modules. The center layer has

modules ordered EM, FH, CH. The second layer has modules ordered FH, CH,

and the outer layer contains only CH modules. Tables 2.4 , 2.5 detail important

parameters of the CC and EC. There is a region of between the CC and EC

Central Calorimeter

Module type EM FH CH
� coverage � 1.2 � 1.0 � 0.6
Number of modules 32 16 16
Absorber DU Du-Nb Cu
Absorber thickness (mm) 3 6 46.5
Number of signal boards 21 50 9
Number of readout layers 4 3 1
Cells per readout layer 2,2,7,10 20,16,14 9
Total X0 at � = 0 20.5 96.0 32.9
Total � at � = 0 0.76 3.2 3.2
Sampling fraction (%) 11.79 6.79 1.45
Total readout cells 10,368 3000 1224

Table 2.4: Parameters of the Central Calorimeter

End Calorimeter

Module type EM IFH ICH MFH MCH OH
� coverage 1.3-3.7 1.6-4.5 2.0-4.5 1.0-1.7 1.3-1.9 0.7-1.4
Num of modules 1 1 1 16 16 16
Absorber DU DU-Nb SS DU-Nb SS SS
Thickness (mm) 4 6 6 6 46.5 46.5
LAr gap (mm) 2.3 2.1 2.1 2.2 2.2 2.2
Signal boards 18 64 12 60 14 24
R.O. layers 4 4 1 4 1 3
Cells/r.o layer 2,2,6,8 16 14 15 12 8
Total X0 20.5 121.8 32.8 115.5 37.9 65.1
Total � 0.95 4.9 3.6 4.0 4.1 7.0
Sampling frac (%) 11.9 5.7 1.5 6.7 1.6 1.6
Total r.o. cells 7488 4288 928 1472 384+64+896

Table 2.5: Parameters of the End Calorimeter

containing no active material, due to the calorimeter's cryostat walls and support
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structures. Two additional devices, the massless gaps (MG) and inter-cryostat

detectors (ICD), are used to recover some of the energy in this dead region. The

MG consist of signal boards mounted on the end plates CCFH, ECMH, and ECOH

modules. The ICD consists of a ring of scintillation counters mounted on the EC

end-plates. Both the ICD and MG have a segmentation of 0.1 x 0.1 in �; �.

2.4 Muon System

The calorimeter of D� is designed to contain all particles which interact hadron-

ically and electromagnetically. As mentioned, the primary mechanism of energy

loss at � 1GeV is bremsstrahlung. Every standard model (SM) particle produced

is therefore stopped, except muons and neutrinos. Muons do not interact hadron-

ically, and their mass is too high to interact appreciably via EM at Tevatron

energies. In addition, one cannot rely on a measurement of the � decay products,

because its long lifetime of 2:2�s carries it outside of the detector. The purpose

of the muon detector is to measure the transverse momentum, and the position of

�s.

The muon system [20] is made up of �ve separate Fe toroidal magnets, collec-

tively called the wide angle muon system (WAMUS) and small angle muon system

(SAMUS), surrounded on top and bottom by proportional drift tubes (PDT),

which measure track coordinates to an accuracy of 3cm. The particle trajectory

is determined by combining information from the central tracker, the calorimeter,

and the inner set of PDTs. As the muon traverses the Fe, its direction is changed by

the magnetic �eld, and its momentum can be determined by comparing the track

direction before entering and after exiting the toroid. Multiple scattering in the Fe

limits the relative momentum resolution to about 18%. The charge of the muon can

be determined with 3� con�dence for pT < 200GeV � = 0; pT < 30GeV j�j = 3:3.
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Figure 2.5: Section of cathode pads found in muon chamber drift tubes.

2.4.1 WAMUS

One central magnet (CF), two end magnets (EF), and their associated PDTs make

up the WAMUS. These PDTs have a rectangular cross section and contain one

sense wire per cell. They are arranged in three layers: one just inside the magnet

(A), one just outside the magnet (B), and one 1-3 m away from the magnet (C).

The CF is a square annulus covering j�j < 1:0, while the EFs cover 1:0 < j�j < 2:5,

and are made of a at, square Fe plate with a square hole in the center. Both

CF and EF carry a current of 2500 A. In order to allow the drift time to measure

the deection due to the magnetic �eld, the drift tubes are oriented approximately

parallel to the magnetic �eld. The hit resolution is about 0.5 mm.

The readout of the PDTs occurs at one end only, and the far end has adjacent

sense wires jumpered together. The di�erence in the arrival time of signals from

the jumpered end of a pair of wires, and the near ends of those sense wires provides

a measurement of the hit position along the wire with an accuracy of about 20cm.

A more precise measurement is made using cathode pads inserted at the top and

bottom of each tube (Fig 2.5). These pads are constructed from Cu-clad Glasteel,

where the Cu-cladding forms two independent electrodes in an inner/outer repeat-

ing diamond pattern, whose period is about 61 cm. The ratio of charge deposited

on the inner/outer pads can be used to localize the hit to about 3 mm, modulo

30cm, which can be resolved with the course timing measurement.
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WAMUS SAMUS

Rapidity coverage j�j < 1:7 1:7 < j�j < 3:6
Magnetic Field 2T
� � 13:4 � 18:7
Number of modules 164 6
Number of drift cells 11,386 5308
Sense wire specs 50 �m Au-plated W

300g tension 208g tension
Max sagitta 0.6 mm 2.4 mm
Sense wire voltage +4.56 kV +4.0 kV
Cathode pad voltage +2.3 kV NA
Gas composition Ar93%; CF45% CF490%; CH410%

CO25%
Bend view resolution �0.53 mm �0.35 mm
Non-bend view resolution �0.3 mm �0.35 mm
Average drift velocity 6.5 cm/�s 9.7 cm/�s
Maximum drift distance 5 cm 1.45 cm

Table 2.6: Parameters for the WAMUS and SAMUS.

2.4.2 SAMUS

The higher occupancy of the forward regions require a �ner hit resolution in the

SAMUS PDTs, and these drift tubes a therefore more closely spaced. As in the

WAMUS, there are three stations of PDTs: A, B, C. But in this case, each station

is made of three separate layers of tubes. These are cylinders 30mm in diameter.

In order to combat the small packing fraction of cylinders, each layer is subdivided

into two rows of drift tubes o�set by half a tube diameter. Each layer has PDTs

arranged in a di�erent spatial orientation: one vertically, one horizontally, and

one diagonally for multi-track correlation. Table 2.6 details some WAMAS and

SAMUS parameters.
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Chapter 3

Triggering and Data Acquisition

The crossing rate for the p�p beams at the Tevatron is 290kHz. At a luminosity of

5 � 1030cm�2s�1, about three in four of these crossings produces an interaction.

The vast majority of these interactions are physically uninteresting, and the trigger

system is designed to reject these events. The trigger system made of three levels,

each of increasingly complex event characterization. A schematic of the overal D�

trigger system is shown in Figure 3.1

The Level 0 trigger signals an inelastic interaction, using scintillation counters.

Level 1 consists of several hardware triggers, which can be modi�ed with software.

Most of these triggers operate within the 3:5�s beam crossing time, although some

do require many beam crossings to complete their respective operations, and are

collectively called the Level 1.5 triggers. Level 2 triggers consist of a set of algo-

rithms residing in a farm of VAX 4000's, which reduce the data rate to about 2Hz,

and is the last step in the trigger process.
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Figure 3.1: Schematic of the D� trigger and data aquisition system.
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3.1 Level 0

The Level 0 trigger consists of scintillation counters mounted on the front of the

EC, and is used to detect non-di�ractive, inelastic processes with an e�ciency of

> 99%. Level 0 serves as the luminosity counter for the experiment. The hodoscope

formed by the scintillators provides partial coverage in the range 1:9 < j�j < 4:3,

and nearly full coverage for the range 2:3 < j�j < 3:9. The scintillators are in

the form of bars, which are layered, two per hodoscope, and rotated by 90o. An

inelastic collision inferred through a coincidence in the hodoscopes, and the signal

arrival times from both detectors provides a measurement of the vertex position,

accurate to �3:5cm. Any trigger which depends on ET would be in gross error

without this vertex position, given the spread of 30cm in the interaction region.

In the event of a multiple interaction, the vertex position is ambiguous. The Level

0 trigger reduces the data rate from the beam crossing rate of 290 kHz to a rate

of approximately 17 kHz.

3.2 Level 1 framework

The level 1 framework [21][22][23] gathers information from each of the speci�c

level 1 trigger devices, using the information to decide whether certain triggers, or

the entire event, should be vetoed. If the event is to be kept, the Level 1 framework

commands the readout of the digitization crates, and also provides an interface to

level 2. The calorimeter trigger, and parts of the muon trigger are the only triggers

which operate within the 3:5�s event crossing.

The primary input to the framework is a set of 256 trigger terms, each indicating

whether some trigger requirement had been met. The 256 trigger terms are reduced

by an and/or network, to 32 trigger bits, each corresponding to a speci�c trigger.

Each trigger bit can have a programmable prescale, so that only every N events
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will result in that bit being asserted. Digitizing hardware is located in 86 VME

crates in the moving counting house, the crates being divided into 32 geographic

sectors for readout purposes. The framework has a list of sectors which must be

read out for each trigger bit. When the digitization of an event is complete, its

information is passed to level 2. If a level 1.5 con�rmation is required, digitization

is initiated as usual, but noti�cation of level 2 is delayed.

Interactions with the level 1 framework occur through the trigger control com-

puter (TCC), a dedicated Vaxstation 4000/60. The TCC is responsible for pro-

gramming the level 1 hardware at the beginning and ends of runs, as well as

performing diagnostics and monitoring.

3.2.1 Level 1 Calorimeter Trigger

The level 1 calorimeter trigger [22][23] is located on the �rst oor of the moving

counting house, and is responsible for making triggering decisions based purely on

calorimeter information. For the purposes of triggering, the calorimeter cells are

summed into tower sizes of 0.2 x 0.2 in �; �, and cover out to j�j = 4:0. Separate

trigger inputs provide for 1280 sections each of EM and FH information. The

following quantities are calculated:

� The total EM energy

� The total hadronic energy

� The total EM ET

� The total hadronic ET

� The total ET

� The total 6ET
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The transverse quantities are calculated with an assumed vertex position z = 0.

The individual trigger tower ET 's are digitized by 8 bit ash ADC's, and provide

part of the address of lookup tables. An additional 3 bits are provided by the

Level 0 z-vertex determination. These lookups provide EM and hadronic towers

above some preset threshold, using a vertex corrected determination of ET . Trigger

thresholds can be speci�ed in terms of some number of towers above some ET , or

more globally in terms of event ET (or 6ET ).

3.2.2 Level 1 Muon triggers

The basic information provided to the framework by this level 1 trigger, is a single

latch bit for each of the drift tubes in the samus and wamus. The trigger electronics

are physically distinct for the �ve regions: CF, EF-North, SAMUS-North, EF-

South, SAMUS-South. Level 1 provides coarse hit centroids, based on hits in the

various layers. Where full coverage is available, the hits are formed on tracks

traversing all three layers. If momentum information, and not just the presence

of a muon, is required, the centroid information is sent to a level 1.5 trigger for

con�rmation, where �ner pT information is calculated.

3.3 Level 2

The level 2 trigger consists of a large farm of VAX 4000/60's and 4000/90's running

the VaxELN real-time operating system. Each of these nodes runs software �lters

which require information from the entire event. The �lters are built around a

set of speci�c trigger tools, each tool being used for a speci�c type of particle, or

event characteristic, such as muons, or 6ET . The tools are associated in particular

combinations into scripts; each script being associated with one of the 32 level 1

bits. Each script can spawn several level 2 �lters, and for each script which passes
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(ie, all tools in the script were satis�ed) a bit is set in the 128 bit mask of �lter

bits. If any of the �lter bits are set, the event advances to the host computers,

where it can be written to tape for o�ine analysis. The interested reader should

consult [24] for more details on the host computers and event streaming to tape.
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Chapter 4

De�ning objects o�ine

The triggering system provides information as quickly as possible, and as a result,

the physics objects are not fully de�ned. Even in the case of unlimited time in Level

2, the �xed de�nition of a physics object would preclude the use of alternative,

possibly better, de�nitions in an o�ine analysis. The process of turning the raw

detector information into reconstructed physics objects is carried out by a program

called D�RECO.

This analysis is concerned with the identi�cation of tau leptons and jets, and

the discussion will therefore be limited to those objects.

4.1 Jets from gluons and quarks

Con�nement forbids the existence of individual quarks or gluons; only color singlet

objects can appear in nature. When a non-zero color charge object is created

from a hard scattering process or gluon radiation, the increasing potential between

two separating colored objects provides the energy needed to create new quarks

from the vacuum. The newly created quarks appear in ways which result in color

singlet hadrons, in a process called hadronization. The deposition of energy in the
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calorimeter by these hadrons is one kind of jet. The energy in the parent quark is

now contained in the collection of hadrons in the calorimeter, and there are several

methods available for reconstructing that energy. The algorithm used most often,

and used here, for jet �nding at D� is the cone algorithm [27].

The cone algorithm proceeds in two steps:

1. Calorimeter towers (�� � �� = 0:1 � 0:1), are identi�ed. The highest ET

towers are used as seeds, around which contiguous towers containing more

than 1GeV are added, provided that the added towers are within 0.3 units

in � and � of the seed.

2. The direction (�; �) of the jet is calculated using a �xed cone size, R =q
��2 +��2.

3. Calculate the energy contained in the jet, and redetermine �; �.

4. Iterate steps 2,3 until the jet position is stable.

5. If two jets are close enough so that more than 50% of the ET of the softer jet is

contained in the overlap region, the two are merged into one jet. Otherwise,

there will be two distinct jets, and any shared cells will be assigned according

to their proximity to the jet axes.

6. Retain jets whose ET > 8GeV

The jet energy and direction are determined by:
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Upon the construction of spatially stable jets, the �; � of each jet is recalculated

using the de�nitions:

� = tan�1
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iEyiP
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!
(4.2)
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where

Exi = Ei sin �i cos�i; Eyi = Ei sin �i sin�i; Ezi = Ei cos �i (4.4)

A cone size of 0.7 gives the best energy reconstruction, but it is too large for busy

events, like t�t, because one merges objects which should remain distinct. A cone

size of 0.3 prevents unwanted merging, but the energy resolution is poor, because,

as mentioned previously, jet sizes are expected to be about 0.5. This analysis uses

0.5 cone jets.

Once a jet has been identi�ed o�ine, its energy must be corrected for a number

of e�ects, broadly categorized as o�set [28] and response [29], as well as out-of-

cone showering. The relationship of the underlying particle energy to the measured

energy is:

Eptcl
jet =

Emeas
jet � EO(R; �;L)

Rjet(R; �;L)S(R; �;L) (4.5)

where EO denotes the energy o�set, and depends on the algorithm cone size, R,
the pseudo-rapidity, �, and the luminosity, L. The jet response correction, (Rjet),

and correction for out-of-cone showering, (S), are de�ned in the following sections.

4.1.1 O�set correction

When an event resulting from a hard scatter occurs, several e�ects conspire to

o�set the energy measured: underlying event, pile-up, Uranium noise, and multiple

interactions.

The sum of all o�set contributions can be measured using min-bias (MB) data,

in which a non-di�ractive event is required. The contribution due to pile-up,

Uranium noise, and multiple interactions is measured using a zero-bias (ZB) trigger

requiring only a beam crossing. If all events with hard scatters are vetoed in the
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ZB sample, the underlying events energy density can modeled as:

Due = DMB �DnoHC
ZB (4.6)

which depends on both � and center-of-mass energy.

Uranium noise results from the radioactivity of the absorber plates. Calibration

runs taken before data runs give the average and rms noise for the calorimeter, and

only those cells which contain energy inconsistent with noise are read out during

data runs. Noise in the calorimeter is only approximately gaussian, with zero

mean, but non-zero mean outside a 2� window. The result is that the Uranium

noise contributes net positive energy to jets.

Pile-up is the consequence of long shaping times in the calorimeter electronics.

The time required to collect all charge liberated in the LAr is longer than the

3.5 �s beam crossing time. As a result, if a cell is read out over two consecutive

crossings, the second readout will include charge from the previous interaction. It

would appear, then, that the e�ect of pile-up would be to increase the signal in a

cell; however, the calorimeter is readout according to a baseline subtraction scheme,

wherein the energy in each cell is read just before and after a beam crossing. It

is the di�erence in readings which is read out. So, the monotonically decreasing

pile-up charge has the e�ect of lowering the cell energy.

The probability of multiple interactions during each beam crossing is luminosity

dependent, and can be measured independently of the other MB e�ects using

multiple interaction tools [30].

4.1.2 Response: The Missing ET Projection Fraction Method

Jet �nding algorithms map the charge collected in the LAr to incident particle

energy, and must rely on calibration data from the test beam (TB). However, TB

data will not map directly to collider data for a number of reasons.

� Particles will not always strike the center of cells
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� Particles are not always normally incident

� Calorimeter cryostat modules di�er slightly in construction

The in situ electromagnetic response of the calorimeter can be measured using the

Z ! e+e�; J=	, and �o resonances ([31], pg 79). The hadronic response can then

be measured by requiring that events containing one photon and one jet contain

no 6ET :

~ET + ~ETjet = 0 (4.7)

In this case, ET is well known, and measured correctly. The poorly measured

ETjet, however, will depend on the response of the calorimeter:

~ET +Rjet
~ETjet = � ~6 ET

1 +Rjet
n̂T � ~ETjet

ET
= � n̂T �

~6 ET

ET
(4.8)

where:

n̂T =
~ET

j ~ETj
(4.9)

or:

Rjet = 1 +
~6 ET � n̂T
ET

= 1 +MPF (4.10)

This is a problematic de�nition ofRjet, because it is written in terms of ET , whereas

the response is actually dependent on E. Measuring Rjet in terms of Ejet is also

problematic, and is measured instead in terms of a variable strongly correlated

with Eptcl
jet , the particle initiating the jet. This variable is the energy estimator, E

0

,

de�ned as:

E
0

= ET � cosh(�) (4.11)

One can map E
0 ! Ejet bin by bin without concern for energy dependent terms

in the hadronic jet, like a changing value of e=�, and changing particle content.
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4.1.3 Showering Correction

The showering correction compensates for energy ow through the boundary of

the jet algorithm cone. Whether out-of-cone energy in data originates from an

o�set e�ect, or fragmentation outside of the cone at the particle level (physics

out-of-cone) cannot be determined. Therefore, a combination of data and Herwig

Monte Carlo is used to derive the showering correction.

First, the total out-of-cone ratio, Ftot is calculated for some algorithm jet in

data. For 0.7 cone jets, � < 0:4, Ftot is:

Ftot =
Ejet(r < 1:0)

Ejet(r < 0:7)
(4.12)

where Ejet has been corrected for o�set e�ects. Ftot measures the contribution

from physics out-of-cone, Fphy, as well as showering loss, Fsho. The former term

can be calculated with the procedure outlined above, but using herwig instead of

data.

The showering correction is de�ned as:

Fsho =
Ejet(r < 0:7) + Esho

Ejet(r < 0:7)
(4.13)

where Esho is the energy associated with particles emitted inside the cone, but

whose energy is deposited outside the cone. The fraction of energy lost due to

showering is arrived at via:

Ftot =
Ejet(r < 0:7) + Ephy(r > 0:7) + Esho

Ejet(r < 0:7)

Fphy =
Ejet(r < 0:7) + Ephy(r > 0:7)

Ejet(r < 0:7)

Fsho = Ftot � Fphy + 1 (4.14)

The fraction of the shower which is retained is then S = 1=Fsho.
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4.2 Identifying the origin of jets

All physics objects used in this analysis appear in the detector as a hadronic jet,

although the source of these jets are often quite distinct. Other analyses [25]

have made use of jet shape to distinguish between jets originating from gluons

and those originating from quarks. The semi-leptonic decay of the B is used as

a method of identifying (tagging) jets which originate from a b-quark. Most use

the decay mode containing a muon [25][34][35], although studies have been done

using the mode containing an electron [36][37]. This analysis makes no attempt

to di�erentiate between any jets which have a quark or gluon as the source. The

signal to background obtained without such distinction is acceptable, although

the expected signal is marginal. Therefore, any further reduction of signal in an

attempt to pick events with only certain types of jets (ie, to reject events with high

gluon jet content) could reduce the signal to an unusable level.

An example of an event containing jets from t�tW+W�b�b ! alljets candidate

is shown in Figure 4.1. The plot shows seven jets, where a signi�cant amount of

the energy is deposited in the hadronic section of the calorimeter. There are two

jets which are identi�ed as b-jets by the presence of muons near the jet axis. In

this type of decay, very little missing transverse energy is expected, and this is

consistent with the tiny amount shown in the plot (labeled as Miss ET).

4.2.1 Jets from Tau decay

A tau lepton decays before reaching any detector element, and it must be identi�ed

by its decay products. Two of its decay modes are leptonic, and produce low ET

leptons with 6ET , as would be expected from W ! lepton decay. There is nothing

which identi�es this �nal state as having come from a � , and it will simply amount

to lost events. The third class of decays, hadronic, makes up 64% of the total

rate. 99% of this mode contains one or three charged particles, and the resulting
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jet is very narrow compared to quark or gluon jets. Use of the charged track

multiplicity has been used successfully by others [10], but the D� tracking requires

looser constraints. The strength of the D� detector is its calorimeter, and its � -id

is based almost entirely on the jet shape. The details of � -id are covered in section

6.2, and the contamination due to QCD jets (those arising from a quark or gluon)

faking a � -jet is covered in section 6.3.
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Chapter 5

Data Selection

As discussed in Section 1.5.1, this analysis is concerned with two �nal states:

one containing �ve jets, and the other containing four. If a trigger had existed

that required only four jets, it would have su�ced for both �nal states. In fact,

such a trigger was available, but it was not used for the entire Run Ib, and a

prescale was introduced in the latter part of the run. Consequently, to maximize

statistical accuracy, we chose the JET MULTI �lter for our 5jet+ 6ET search, and

the JET MS MULTI �lter for the case of 4jet+ 6ET . Table 5.1 lists the Level 1

and Level 2 requirements for these triggers. Additional requirements on the data

were:

� The MRBS LOSS signal was used to veto events that occur simultaneously

with the injection of proton beam into the Main Ring [14]. Losses from the

Main Ring produce sprays of particles in the detector, that lead to poor

measurement jets of 6ET .

� The MICRO BLANK signal was used to veto events that occurred simulta-

neously with the passing of proton bunches through the detector [15].
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JET MULTI
Level 1 Level 2 Beginning Run

3LJ > 15GeV 5JT > 10GeV 0.3 cone, j�detj < 2:5 70000
3LJ > 15GeV
1LJ > 6GeV
1JT > 3GeV 5JT > 10GeV 0.3 cone, j�detj < 2:5 77825

3LJ > 15GeV; j�detj < 2:4
3JT > 7GeV; j�detj < 2:6 5JT > 10GeV 0.3 cone, �detj < 2:5

1JT > 3GeV HT > 115; j�detj < 2:0 85277
3LJ > 15GeV; j�detj < 2:4
3JT > 7GeV; j�detj < 2:6 5JT > 10GeV 0.3 cone, j�detj < 2:5

1JT > 3GeV HT > 100; j�detj < 2:0 89892

JET MS MULTI
Level 1 Level 2 Beginning Run

JET MULTI 4JT > 12GeV 0.3 cone,
j�detj < 2:5; 6ET > 10GeV 81578

JET MULTI 4JT > 12GeV 0.3 cone,
j�detj < 2:5; 6ET > 14GeV 85277

JET MULTI Prescale (1,1,1,2)
4JT > 12GeV 0.3 cone,
j�detj < 2:5; 6ET > 14GeV 89892

Table 5.1: Requirements for the JET MULTI trigger, and the JET MULTI and
JET MS MULTI �lters for Run Ib.

� \Unphysical Events" which had more than 4 TeV of energy deposited in the

calorimeter were rejected ([33], pg 67).

� Events in which the CH fraction of any jet's energy in the calorimeter was

greater than 70% of the total deposited energy were rejected. Such events

were attributed to spray from the Main Ring, or to electronic noise in the

calorimeter, or to uctuations from uranium radioactive emission [33].

� All suspicious runs, identi�ed as problematic due to electronics failure, etc,

were rejected.

The requirement of the additional cuts above reduces the available integrated lu-

minosity in the two �lters to:

� JET MULTI : 71.8 pb�1
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� JET MS MULTI : 62.2 pb�1
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Chapter 6

Analysis

This chapter outlines the steps involved in separating a few hundred top quark pair

decays from a sea of almost a million background events. Characteristics of the

signal of interest and the background from W + jets events were determined using

Monte Carlo simulations. The production of W + jets was modeled by VECBOS,

while the hadronization ofW+jets top quark decays are modeled by Isajet. Event

selection proceeds along the following course:

1. Initial Selection. Most events in the JET MULTI and JET MS MULTI

�lters result from QCD 2! 2 processes, with additional jets being caused by

initial or �nal state radiation. The result is an event with low 6ET , and few

jets, but each with appreciable energy. A set of minimal criteria is applied

to the Monte Carlo and to data, removing events that are not likely to have

resulted from the t�t signal.

2. Neural Network. After the application of the initial criteria, the remaining

events correspond to a mixture of signal and background, of nearly identi-

cal topology, but with subtle di�erences. A set of variables are chosen that

best describe those di�erences, and a neural network is used to place restric-
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tions on these variables in a way that takes their correlations into account.

Changing the mass of the H+ changes the event characteristics, and separate

networks are therefore used for each mass hypothesized. For example, as the

mass of the H+ increases, the energy of the recoiling b-jet becomes smaller

and the energy of the �� increases, resulting in softer b-jets and higher 6ET .

3. Final Selection. After passing some cuto� in the neural network, the data

contain events that are almost identical in character to what is expected from

the t�t signal. The �nal sample is obtained by requiring that events contain

at least one good � candidate, of speci�ed energy and pseudo-rapidity, as

de�ned in Section 6.2.
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6.1 Event Selection

Initial Selection Criteria

Events selected from the JET MS MULTI trigger were required to pass the follow-

ing selection criteria:

� 6ET > 25GeV

� 4 jets, each with ET > 20GeV

� physics j�jj < 2:0

� Maximum jet ET < 150GeV

� number of jets < 8, for jets with ET > 8GeV

while events selected from the JET MULTI trigger were required to pass

� 6ET > 25GeV

� 5 jets, each with ET > 15GeV

� physics j�jj < 2:0

� Maximum jet ET < 150GeV

� number of jets < 8, for jets with ET > 8GeV

The choice of the 6 ET cuto� was based on a preliminary study using Neural

Networks. Figure 6.1 shows the e�ect on the 6ET distribution for t�t ! W+W�b�b

events of setting the output for distinguishing signal from all JET MULTI events

at NN = 0.8. No values of 6ET below about 30 GeV pass the NN cuto�, and 25

GeV is therefore a cuto� that does not a�ect signal, but eliminates a large fraction

of the background.
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Figure 6.1: Missing energy in the t�t ! WWbb Monte Carlo. The 6 ET has been
scaled by 1/150, so that a value of 0.2 corresponds to 6ET = 30GeV

The cuto�s on jet energy and jet multiplicity were chosen to maximize accep-

tance of signal, given the trigger requirements. Section 8 describes the dependence

of the expected trigger e�ciency on the ET of the fourth (or �fth) jet. The results

indicate that a lower ET cuto� would not have much impact on signal e�ciency.

The �nal cut was imposed to avoid a low statistics problem in the determination

of the QCD � fake rate for events with high jet multiplicities.
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6.1.1 Cuto�s on output from the Neural Network

After the imposition of the initial selection criteria, the data was passed in parallel

through a series of neural networks, each network having been optimized on a

di�erent signal. The variables used in the training of the network were similar to

those used in the t�t ! alljets analysis [25]. Six variables were used in a network

with six input nodes, thirteen hidden nodes, and one output node. This de�nes a

network with 91 degrees of freedom, which, as indicated in table 7.1, is su�ciently

over-constrained, if one uses the loose rule that the number of training events

(events passing the initial selection criteria) should exceed the number of degrees

of freedom by a factor of ten. The variables used in the network are:

� 6ET , the missing energy in the event. Very important in reducing the QCD

background, which contains no real source of missing energy.

� Q1; Q2 The momentum ow of an event can be characterized by the mo-

mentum tensor Mab ([26], pg 280)

Mab =

PNjets
j pjapjbP

j p
2
j

(6.1)

having eigenvalues Q1; Q2; Q3. Only two of these are independent, and we

choose to use only the �rst two in the analysis. These eigenvalues are tra-

ditionally termed Aplanarity (3
2
Q1), and Sphericity (3

2
(Q1 + Q2)). Because

using Aplanarity and Sphericity did not improve the performance of the net-

work relative to Q1 and Q2, the latter were used in the network.

Figures 6.2 - 6.4 show examples of the separation between events in the JET MULTI

trigger, and Monte Carlo of t�t! W+W�b�b ! � jj, where both have passed the

initial criteria for the 5jet+ 6ET topology.
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Figure 6.2: Event 6ET

Figure 6.3: First eigenvalue of the momentum tensor

59



Figure 6.4: Second eigenvalue of the momentum tensor
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signal e�ciencies.

61



To maximize acceptance for signal, the neural nets used in this analysis are

trained on only one decay mode, and one H+ mass. We denote a network trained

to accept t�t!W+W�b�b decays as NNWW . Figure 6.5 indicates the training and

testing procedures, where \ModeXX" indicates a particular decay mode, and \Data

Stream" is either JET MULTI or JET MS MULTI, and is treated as background.

Figure 6.6 shows the remarkable separation achieved using our three variables.

When the trained neural network is used to select a portion of the data stream,

it selects from a combination of QCD, W+jets, and t�t ! XXb�b events. The

e�ciency of the NNXX network for all possible t�t! XX decays must therefore be

known. The e�ciencies are determined by applying the appropriate initial criteria

to the signal. That is, if one �nds the e�ciency of the NNHH network for the

t�t ! WW decay mode, the t�t ! WW sample is required to pass the 4jets+ 6ET

selection criteria. Let EffXX
Y Y denote the e�ciency for detecting ModeXX in the

network NNY Y . The prescription for determining EffHH
WH is then:

1. Train a network to discriminate between events in the JET MULTI data

stream from events in a t�t!WH Monte Carlo.

2. Save the weights from training

3. Apply the 5jet+ 6ET cuts to events from a t�t ! HH Monte Carlo. Let the

number of events passing the cuts be nL.

4. Initialize a NN with the weights from (2), and process events from (3). Let

the number of events passing a NN cut of c be nc.

5. EffHH
WH � nc

nL
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Figure 6.6: Separation in the output of a neural network trained on t�t ! H�H+

where both Higgs decay to � . One test signal is data, and the other is MC of
t�t! HH. Ordinate is number of events, normalized to one.

63



6.2 Final selection: �-id

Although the neural networks cut or keep events based on jet information, which

includes information about hadronic � decays, no special treatment is given to

events which contain �s. The �nal selection of events is the requirement that an

event contain at least one � .

The current � -id used by D� uses an H-matrix to describe correlations between

variables which are thought to best describe � decays.

Consider some set of variables, fyg, and the set of their residuals, fxg:

xi = yi� < yi >; xj = yj� < yj > (6.2)

with variance:

�2ij =
1

N

NX
n=0

(xni � < xi >)(x
n
j� < xj >) (6.3)

The H-matrix for this set of variables is de�ned as:

Hij = (�2ij)
�1 (6.4)

A chi-square can then be written:

�2 = xiHijxj (6.5)

The H-matrix for the current D� � -id [38] uses the following ten variables:

1. EM layer 1 energy / total energy

2. EM layer 2 energy / total energy

3. EM layer 3 energy / total energy

4. EM layer 4 energy / total energy

5. Fine hadronic energy / total energy

6. Log(total energy)
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7. Z-vertex / vertex resolution

8. Energy in 3 x 3 tower / total energy

9. Energy in 5 x 5 tower / total energy

10. Pro�le

An H-matrix built from a set of signal events, and one built from background

events are used to determine whether a particular event is more like signal or

background in nature through the Fischer variable, F , or discriminant:

F = �2bckgnd � �2signal (6.6)

The signal H-matrix is a set of 736 W ! ��tau events, which has an estimate for

the noise from uranium and electronics added to it. The background H-matrix is

built from the leading jet of a set of 400 data events which pass a �lter requirement

of 1 jet with ET � 20 GeV.

If an object passes a set of loose cuts, it is stored in the PTAU ZEBRA bank

[39][40], where sti�er cuts can be imposed (ZEBRA is a dynamic memory allocation

scheme for FORTRAN). Identi�cation of � jets begins with a 0.7 cone jet, where

the following requirements are imposed [41]:

� PTAU requirements

{ RMS =
p
��2 +��2 � 0.25

{ Fraction of the jet contained in the electromagnetic portion of the

calorimeter, EMF < 0.95

This cut removes electrons and noisy events.

{ Charged track multiplicity

Hadronic decays of �s have either one or three charged tracks. However,

due to the resolution of the RunI central tracker, the cut used for � -id

is 1�charged tracks�7 reconstructed within a 0.2 x 0.2 road in � � �.
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{ j�physicsj < 2:5

� � -id requirements

{ Pro�le > 0.55

Profile =
ET1 + ET2

ET
(6.7)

� jets are very narrow, and have a large fraction of their energy deposited

in the two leading jet towers.

{ F > 0

The pro�le is an important part of the � characteristic, as can be seen in �gure

6.9, which shows the correlation of the pro�le with the discriminant. It is clear

that an event may be more consistent with signal than background, even with low

pro�le values. It is therefore tempting to allow the H-matrix to decide on the best

pro�le cut; however, adequate background rejection is only achieved when F > 0

and Profile > 0:55 are simultaneously required.

As discussed in the next section, the data-based monte carlo provides a reliable

measure of � -id e�ciency, and in order to believe the results used in this analysis,

we restrict the region of � -id to match that used in the data-based monte carlo.

Also, as discussed in section 6.3, using �s with very high energy invites a large

number of QCD fakes, and we therefore choose to limit the energy to a range

favoring t�t! � + jets, decays, as shown in �gure 6.7. The �nal constraints on the

� are then:

� j�� j < 0:9

� 10GeV < ETj < 60GeV , where ETj is the ET of a 0.5 cone jet found within

�R < 0:2 of the � jet.
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Figure 6.7: Energy for � decays in SM decays of top quark pairs, and fakes found
in JET MULTI, where the energy is for 0.5 cone jets matched to � jets, and the
matched jets have j�j < 0:9.
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6.2.1 �-id e�ciency

The e�ciency for detecting a � varies slightly depending upon the event topology:

the e�ciency found for W ! �� with no additional jets will be di�erent than that

found for t�t! � +X events. As the SM decay mode with the highest ��BR, the
e�ciency for detecting �s in the t�t!WWb�b! 4jet+ � ; � ! jet is presented.

Let ET denote the transverse energy distribution for all 0.5 cone jets with

j�j < 0:9, and 10GeV < ETjet < 60GeV , where the jet has been matched with an

Isajet particle-level � (�R�jet < 0:2).

and E�
T denote the transverse energy distribution for all jets tagged as �s,

where the jet is again matched to an Isajet particle-level � . (De�nitions of � and

�� follow.) In order to avoid clutter, all � referring to tau jets should be taken to

mean j�j.
The e�ciency, " of detecting any hadronically decaying � , provided that its

transverse energy and pseudo-rapidity are appropriate for tagging as a � jet, is:

"ET
=

E�
T

ET

(6.8)

"� =
��

�
(6.9)

Figure 6.8 shows the � -id e�ciency as a function of jet transverse energy and

pseudo-rapidity. Values of e�ciency range from around 25% for a low ET � to

almost 50% for a high ET � . The average ET of all � jets in the decay shown is 37

GeV, which corresponds to an e�ciency of 45%, according to above de�nition.

6.2.2 Correction for Data-Based Monte Carlo

The essence of the � -id is a very narrow jet which is well isolated. For this reason,

the underlying event structure e�ects the e�ciency in ways not well modeled by

monte carlo. A data-based monte carlo (DBMC) was developed as a way of using

the underlying event from data in conjunction with a monte carlo � , as a way of
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Figure 6.8: � -id e�ciency for all events in the decay of t�t ! W+W�b�b;W+ !
2jets;W� ! � where only hadronic � decays are considered.
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realistically modeling W ! � events [42]. The result should be a lower e�ciency

for detecting �s than one would achieve with MC alone.

DBMC involves replacing the electron in an event from data with a MC � . This

technique cannot be used in t�t events, because of the small number of t�t! e+jets

in the runIb data. The reduction in e�ciency must therefore be calculated for a

MC W ! � sample. It is expected that the most dramatic decrease in e�ciency

will occur for events containing a tau with no additional jets. We therefore use

Figure 6.9: Correlation of Pro�le and Discriminant for a sample of t�t ! WW !
� j j events.

W+0 jet events from DBMC and isajet to estimate the correction. The selection

cuts on the W ! e sample are:

� 6ET > 25GeV

� Ee
T > 25GeV

� j�edetectorj < 0:9

The selection cuts on the isajet tau (not the decay products) are therfor
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DBMC Isajet

jets 4539 2950
PTAU 3366 2152
� 2487 1665

E�ciency 55� 1:4% 56� 1:7%

Table 6.1: E�ciency of cuts de�ning a � for DBMC and Isajet.

� 6ET > 25GeV

� E�
T > 25GeV

� j�� j < 0:9

Next, a subset of each sample was selected, containing one jet in the region j�jetj <
0:9. One PTAU bank was then required, and that PTAU was then required to pass

the pro�le cut. The results are shown in table 6.1. The di�erence in e�ciencies

is not statistically signi�cant, and will therefore be ignored for this analysis.
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6.3 Backgrounds

The dominant background in both �nal states is that from fakes, where QCD

multijet events occur with a jet uctuating, and causing 6ET , while another fakes

a � . Because the � is identi�ed by its subsequent jet shape which is very narrow,

a QCD jet which is also very narrow has a higher probability of faking a � than

the more typical broad QCD jet. Such jets occur for high energy gluons or quarks

[32], and as a result, the tau fake rate is a function of jet energy. The probability

that any particular jet is well isolated will also a�ect its ability to fake a � , and

for that reason, the jet multiplicity and pseudo-rapidity must also be considered.

The sample used to derive the fake rate was the data itself. The fake rate for

all JET MULTI, or JET MS MULTI events is dependent on the event 6 ET , and

that dependence is covered in section 6.3.2.

The cuts used to select the fake rate sample are:

� JET MULTI

{ 6ET > 20GeV

{ 5 � njets � 7

{ ETjet < 150GeV

� JET MS MULTI

{ 6ET > 20GeV

{ 4 � njets � 7

{ ETjet < 150GeV

The major sources of real � leptons in these samples areW +3=4jet;W ! � !
jet. The W +3jet sample has a 16.1% pass rate for the JET MS MULTI fake rate

cuts. This is a 33pb process, and we analyze 62:2pb�1 of JET MS MULTI data, so

that 360 events from W + 3jet;W ! � ! jet are expected, while 79400 events
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from JET MS MULTI are observed. In the JET MULTI sample, 21004 events are

observed, while 112 are expected from W + 4jets; so, to better than 1%, these

sources of taus can be ignored in the fake rate calculation.
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6.3.1 Calculation of QCD fake rate

Let Ej denote the transverse energy distribution for all 0.5 cone jets with j�j < 0:9,

and 10GeV < ETjet < 60GeV , in events containing j jets, and Ej
� denote the

transverse energy distribution for all jets tagged as �s in j jet events. (De�nitions

of �j and �j� follow.) In order to avoid clutter, all � referring to tau jets (fake or

real) should be taken to mean j�j. Ignoring the small physics contribution, the

probability that a jet of transverse energy ET or pseudo-rapidity � appearing in

an event with j jets will fake a tau is:

P j
E(ET ) =

Ej
�

Ej
; P j

� (�) =
�j�
�j

(6.10)

The joint probability for a jet faking a � is:

P j(�; ET ) = P j(�jET )P
j
E(ET ) (6.11)

where Z 0:9

0
P j(�jET )d� = 1 (6.12)

Because ET and � are uncorrelated,

P j(�jET ) =
1

N
P j
� (�);

Z 0:9

0
P j
� (�)d� = N (6.13)

Figure 6.10 shows the fake rates P j
E; P

j
� for events combined from the JET MULTI

and JET MS MULTI �lters. The errors are taken from the �tted parameters,

and any one curve is no di�erent than the next within those errors; however, the

monotonically decreasing fake rate for higher multiplicity events does indicate some

dependence, and the events passing the neural network are therefore separated

according to multiplicity before the number of expected fakes are calculated.

The total number of QCD events expected to produce a � is calculated based on

jet ET and � distributions of events which pass the neural network. The procedure

is:
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1. For a j-jet event, histogram ET and j�j of all 0.5 cone jets with j�j < 0:9,

10GeV < ET < 60GeV .

2. Find the average probability ( < P j(�; ET ) > )for a jet to fake a �

< P j(�; ET ) > = < P j
E(ET ) >< P j

� (�jET ) > (6.14)

< P j
E(ET ) > =

P
i P

j
E(ET )E

j
T iP

iE
j
T i

(6.15)

< P j
� (�jET ) > =

P
i P

j
� (�)�

j
i

N
P

i �
j
i

(6.16)

where Ej
T i is the number of events in the ith bin.

3. The total number of fakes ,Nf , is found by

Nf =
8X

j=4

< P j(�; ET ) > Aj; Aj =
X
i

�ji =
X
i

Ej
T i (6.17)

Using this technique, the number of QCD events expected to pass the �nal selection

cut can be calculated as a function of NN cut.
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Figure 6.11: Predicted number of qcd fakes as a function of missing energy.

6.3.2 E�ect of 6ET on the QCD fake rate

The qcd fake rate is calculated with data which has a cut of 6ET > 20GeV , which

represents <6ET >= 28:17GeV . If the 6ET cut is changed, the number of predicted

fakes also changes. The �nal event set selected by the neural network is comprised

of events with< 6ET >� 70GeV , which is statistically inaccessible to the calculation

of the fake rate. In order to estimate the correction, we use predictions of the fake

rate for values of missing energy ranging from

14:5 � < 6ET > � 40:7GeV , and extrapolate the correction to the data selected

by the neural network.

To �nd the correction, we calculate the fake rate for various missing energy cuts,

and then predict the number of fakes, nf , which will be found in the JET MS MULTI

loose cut sample, with a NN cut of 0.0. Figure 6.11 shows a �t to the measured

nf .

The sample used to calculate the fake rate becomes statistically limited, and

we cannot go further in 6ET . We �t the predicted fakes with an exponential of the
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form:

nf = ea+b<6ET> (6.18)

an �nd values:

a = 5:12� 0:177

b = �0:0115� 0:0085

Let nf calculated at < 6 ET >= 28:17 be denoted nfo. The fraction by which we

overestimate the fake rate, � is then

� =
nfo
nf

(6.19)

where nf is predicted with the �t, equation 6.18. We now predict the number of

fakes for any arbitrary NN cut, �nfo, and correct this number to arrive at the best

estimate of the number of fakes expected, �nf as:

�nf = �nfo� (6.20)

and

(� �nf)
2 = ((� �nf)�)

2 + ( �nfo(��))
2 (6.21)

provides a measure of the error on the QCD fake rate. However, it is not clear

that this correction will provide a reliable estimate in the region to which we

extrapolate, or whether a correction should be used at all. We therefore use the

average of the corrected and uncorrected predictions as our �nal estimate of the

number of QCD fakes, Nf , and we use the di�erence in the two predictions as a

measure of the systematic error:

Nf =
1

2
( �nfo + �nf)�

q
((� �nf)�)

2 + ( �nfo � �nf)
2 (6.22)
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Chapter 7

Selected Data Sample

7.1 E�ciencies

The e�ciency for the loose cuts applied to the data and each t�t decay mode are

listed in table 7.1 The sharp drop in e�ciency for the high mass t�t ! bbHH

channel is a result of the relatively soft b-jets. The e�ect is also apparent in the

mixed decay mode, although the sti� b-jet recoiling o� of the 80GeV W keeps the

acceptance moderately high. The very low e�ciency times branching ratio for SM

production of t�t ! �jetjet should be pointed out. The branching ratio of this

mode is only 0.1, giving an acceptance*BR of 1.8%, for the 5jet sample, which

contains 71:8pb�1 of data. For �(t�t) = 5:5pb, we will only see 7 t�t in the entire

3800 events of the JET MULTI sample.

Table 7.2 details the e�ciencies of each network for each decay mode, for a

neural network cut of 0.88, where the cut means that only events for which the

output of the neural network is 0.88 or higher will be kept. The decision to use the

value of 0.88 is described in section 9. Only the networks trained on t�t ! WH,

and t�t! HH are shown, because, as is expected, the e�ciency for SM top quark
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Event Type Initial Events 5jet+ 6ET E� (%) 4jet+ 6ET E� (%)

JET MULTI 810286 3800 0.47 6083 0.75
JET MS MULTI 572272 4213 0.74 9451 1.65
W+ � 4jet 45899 510 1.1 972 2.1
W+ � 3jet 67829 145 0.2 333 0.5
t�t!WW 22345 4081 18.3 5922 26.5

t�t! WH;MH = 50GeV 16799 5115 30.4 7296 43.4
t�t! WH;MH = 80GeV 24275 4686 19.3 6788 30.0
t�t!WH;MH = 110GeV 25725 4882 19.0 7137 27.7
t�t!WH;MH = 140GeV 25000 4057 16.2 6337 25.3
t�t!WH;MH = 160GeV 25620 3306 12.9 5872 22.9
t�t! HH;MH = 50GeV 18414 2312 12.5 3857 20.9
t�t! HH;MH = 80GeV 14665 1945 13.3 3306 22.5
t�t! HH;MH = 110GeV 17008 2208 13.0 3768 22.1
t�t! HH;MH = 140GeV 24806 861 3.5 1558 6.3
t�t! HH;MH = 160GeV 18322 426 2.3 745 4.1

Table 7.1: E�ciencies of loose cuts applied to signal and data.

Net/Signal MH = 50 MH = 80 MH = 110 MH = 140 MH = 160

Neural Net output cut at 0.88
EffWW

WH (%) 1:8� 0:35 1:9� 0:35 1:8� 0:35 1:8� 0:30 -
EffWW

HH 2:7� 0:41 2:6� 0:45 2:5� 0:43 2:6� 0:45 -
EffWH

WH 3:3� 0:52 2:0� 0:33 2:1� 0:33 1:8� 0:27 -
EffWH

HH 4:8� 0:67 3:1� 0:51 3:3� 0:52 3:1� 0:51 -
EffHH

WH 2:3� 0:46 2:5� 0:42 2:2� 0:34 0:7� 0:14 -
EffHH

HH 4:3� 0:78 4:4� 0:75 3:8� 0:66 1:3� 0:22 -

Table 7.2: E�ciencies of networks for all decay modes.

pair decay is essentially the same in either a network trained on a WW mode, or

one trained on a WH mode forMH+ = 80GeV : both have the same couplings and

�nal states. The e�ciencies include the subsequent � � id cuts, and the errors are

statistical + systematic.
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Chapter 8

Trigger E�ciency

This analysis uses the standard de�nition of jets used by the top group, part of

which speci�es a 0.5 cone jet. The triggers used, however, require only 0.3 cone

jets. Because of this, using o�-line cuts which are several GeV higher in ET than

the trigger thresholds does not guarantee 100% trigger e�ciency. A 0.5 cone jet

with a threshold of 15GeV, as used in this analysis, could easily fail an online cut

of 10GeV if only the inner 0.3 cone portion were used to determine the energy.

The trigger e�ciency was studied for the decay modes

� t�t!WWbb; W ! jj;W ! � ��

� t�t! HWbb; W ! jj;H ! � ��

� t�t! HHbb; H ! � ��;H ! � ��

for MH+ = 50; 80; 110; 140; 160 GeV and for each trigger de�nition for both

JET MULTI and JET MS MULTI. The study was carried out using the VMS FILTER

v7.18, a VMS based trigger simulator. VMS FILTER allows one to determine the

trigger e�ciency for monte carlo events, when the selection cuts are close enough

to the trigger requirements that ine�ciency is suspected. A sample of 1000 events
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for each decay mode, at each mass was used. The JET MULTI trigger uses ETjet

as the only trigger requirement (it was found here and elsewhere [43], that the

HT cut introduced in later runs (see table 5.1) had little a�ect on t�t events). Let

Ep
T5 denote the ET of the �fth jet for events passing the JET MULTI trigger, as

determined with the VMS FILTER, and ET5 denotes the ET of the �fth jet for all

events in that sample. The trigger e�ciency can then be expressed as:

"5 =
Ep
T5

ET5

(8.1)

Figure 8.1 shows a �t to the trigger e�ciencies for t�t ! WW , and t�t ! WH at

two extremeMH . The o�-line cut of 15GeV is clearly not fully e�cient. The errors
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Figure 8.1: Trigger E�ciencies for standard model top decay, and top anti-top

decay to W and Higgs, using the JET MULTI trigger.

on the �ts are of the order of the separation of the curves.

The JET MS MULTI trigger includes a 6ET cut of 14GeV as well as the mini-

mum transverse jet energy of 12GeV . However, a comparison of the e�ciency as a
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function of ET for a sample with 6ET > 20GeV with a sample with 6ET > 30GeV

showed no more than a 1% change, and the 6 ET > 20GeV cut is therefore con-

sidered to be fully e�cient. The JET MS MULTI trigger requires 4 jets, and the

e�ciency is determined by:

"4 =
Ep
T4

ET4

(8.2)

Figure 8.2 shows a �t to the trigger e�ciencies for t�t! HH at two extreme MH .

The o�-line cut of 20GeV is again not fully e�cient. The trigger e�ciency for the
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Figure 8.2: Trigger E�ciencies for top anti-top decay to Higgs Higgs, using the

JET MS MULTI trigger.

�nal data sample selected, however, is the only number of real interest. Once the

�nal set is selected, the average trigger e�ciency can be calculated:

< "n >=

R
"nETndETnR
ETndETn

(8.3)

Table 8.1 lists < "n > for all decay modes, and extreme MH . The reason for the

high average e�ciencies can be seen in �gures 8.3 - 8.5. The ET of the fourth and
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Mode Trigger < "n >
t�t!WW JET MULTI 98%
t�t!WH;MH = 50GeV JET MULTI 99%
t�t!WH;MH = 160GeV JET MULTI 98%
t�t! HH;MH = 50GeV JET MS MULTI 95%
t�t!WH;MH = 110GeV JET MS MULTI 95%

Table 8.1: Average trigger e�ciencies for the �nal data set.

�fth jets of the �nal sample are contained mainly in the region of high e�ciency.
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Figure 8.3: Trigger e�ciency for standard model decay, and the distribution of ET5

for the same mode.
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Figure 8.4: Distribution of ET5 for t�t! WH, overlaid on the trigger e�ciency for
standard model decay.
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Figure 8.5: Distribution of ET4 for t�t! HH, overlaid on the trigger e�ciency for
the HH mode, with MH = 50GeV .
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Chapter 9

Results

With signal acceptances, trigger e�ciencies and background contributions known,

the �nal number of events expected in each network, NN e
XX can be calculated as:

NN e
XX =

 
Lf�(t�t)

X
Y Y

BR(t�t! Y Y )EffY YXX

!
+NQCD

XX +NW+jet
XX (9.1)

Where

� Lf is the total luminosity used from the �lter f .

{ JET MULTI : L = 71:8 pb�1

{ JET MS MULTI : L = 62:2 pb�1

� �(t�t) is the production cross section for top quark pair production. These

results are quoted with �(t�t) = 5:5 pb.

� BR(t�t! Y Y ) is the branching ratio of t�t to the mode YY

� NQCD
XX is the expected number of QCD background events.

� NW+jet
XX is the expected number of W+jets events.
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Network QCD W+jets SM Total Measured

NN output > 0.88

NNWH ;MH = 50 0:9� 0:6 0:94� 0:28 0:73� 0:12 2:6� 0:67 1
NNWH ;MH = 80 0:9� 0:6 1:0� 0:3 0:73� 0:14 2:6� 0:68 1
NNWH ;MH = 110 0:98� 0:6 0:91� 0:3 0:71� 0:14 2:6� 0:69 1
NNWH ;MH = 140 0:9� 0:27 0:91� 0:27 0:7� 0:12 2:5� 0:7 1
NNHH ;MH = 50 3:2� 1:6 1:3� 0:44 0:9� 0:15 5:4� 1:7 3
NNHH ;MH = 80 3:3� 1:6 1:3� 0:33 0:88� 0:15 5:5� 1:6 2
NNHH ;MH = 110 3:0� 1:5 1:3� 0:5 0:86� 0:15 5:2� 1:6 2
NNHH ;MH = 140 3:0� 1:7 1:3� 0:44 0:9� 0:15 5:2� 1:8 2

Table 9.1: Expected and measured events for each network. Notice the similarity in
the expected events for a given network type (NNXX), indicating large correlations.

Figures 9.1 - 9.8 show the expected number of events, and the events measured,

for the networks trained on t�t! WHbb and t�t! HHbb. The notation \Sig+Back

given SM" means the number of events expected if only the SM decay of top is

allowed.

Let the mean number of events expected for some NN output cut, including

background, be b, with error �b, and let the number of measured events be n. The

appearance of charged Higgs serves to increase the expected number of events in

the t�t ! � + X channel, and the probability, P , that our expected Higgs signal

has uctuated to our measured number of events is:

P (n; b; �b) =
Z 1

0
d�
�ne�n

n!

1p
2��b

e�(��b)
2=2�2

b (9.2)

Recall that the total number of events in each network includes all possible

sources. That is, when calculating the total number expected in the network

trained on t�t! HWbb, we include:

1. t�t!WWbb

2. t�t!WHbb

3. t�t! HHbb
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Figure 9.1: Expected and measured events as a function of neural network cut, for
the network trained on t�t!WH, for MH = 50GeV .

88



2

4

6

8
1

2

4

6

8
10

2

4
E

ve
n

ts
 a

b
o

ve
 N

N
 c

u
t

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 80 GeV
 Sig+Back given SM
 JET_MULTI
 W+jet/QCD

3

4

5
6
7

1

2

3

4

5
6
7

10

2

3

E
ve

n
ts

 in
 N

N
 b

in

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 80 GeV
 Sig+Back given SM
 JET_MULTI

a)

b)

Figure 9.2: Expected and measured events as a function of neural network cut, for
the network trained on t�t!WH, for MH = 80GeV .

89



2

4

6

8
1

2

4

6

8
10

2

4
E

ve
n

ts
 a

b
o

ve
 N

N
 c

u
t

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 110 GeV
 Sig+Back given SM
 JET_MULTI
 W+jets/QCD

0.1

2

4

6

8
1

2

4

6

8
10

2

E
ve

n
ts

 in
 N

N
 b

in

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 110 GeV
 Sig+Back given SM
 JET_MULTI

a)

b)

Figure 9.3: Expected and measured events as a function of neural network cut, for
the network trained on t�t!WH, for MH = 110GeV .

90



2

4

6

8
1

2

4

6

8
10

2

4
E

ve
n

ts
 a

b
o

ve
 N

N
 c

u
t

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 140 GeV
Sig+Back given SM
 JET_MULTI
 W+jets/QCD

2

3

4

5
6

1

2

3

4

5
6

10

2

3

E
ve

n
ts

 in
 N

N
 b

in

0.80.60.40.20.0

Neural Net cut

tt->WH; MH = 140 GeV
 Sig+Back given SM
 JET_MULTI

a)

b)

Figure 9.4: Expected and measured events as a function of neural network cut, for
the network trained on t�t!WH, for MH = 140GeV .

91



2

4

6
8

1

2

4

6

8
10

2

4

6
8

100

2
E

ve
n

ts
 a

b
o

ve
 N

N
 C

u
t

0.80.60.40.20.0

Neural Net Cut

tt->HH; MH = 50 GeV
 Sig+Back given SM
 JET_MS_MULTI
 W+jets/QCD

2

4

6

8
1

2

4

6

8
10

2

4

E
ve

n
ts

 in
 N

N
 b

in

0.80.60.40.20.0

Neural Net Cut

tt->HH; MH = 50 GeV
 Sig+Back given SM
 JET_MS_MULTI

a)

b)

Figure 9.5: Expected and measured events as a function of neural network cut, for
the network trained on t�t! HH, for MH = 50GeV .

92



2

4

6
8

1

2

4

6

8
10

2

4

6
8

100

2
E

ve
n

ts
 a

b
o

ve
 N

N
 c

u
t

0.80.60.40.20.0

Neural Net Cut

tt->HH; MH = 80 GeV
 Sig+Back given SM
 JET_MS_MULTI
 W+jets/QCD

2

4

6

8
1

2

4

6

8
10

2

4

E
ve

n
ts

 a
b

o
ve

 N
N

 c
u

t

0.80.60.40.20.0

Neural Net Cut

tt->HH; MH = 80 GeV
 Sig+Back given SM
 JET_MS_MULTI

a)

b)

Figure 9.6: Expected and measured events as a function of neural network cut, for
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Figure 9.8: Expected and measured events as a function of neural network cut, for
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Signal type � for a network trained on Higgs mass:
50GeV 80GeV 110GeV 140GeV

t�t!WW 0.531 0.516 0.471 0.467
t�t! WH 0.641 0.524 0.433 0.403
t�t! HH 0.425 0.390 0.365 0.315
W + jets 0.262 0.250 0.265 0.241

Table 9.2: Fractions of signals found in the NNHH output which were also found
in the output of NNWH .

4. W + jets, QCD

Where all signals are subject to the 5jet+ 6ET cuts. In a separate measurement, we

consider the events expected in a network trained on t�t! HHbb, and include all

sources subject to the 4jet+ 6ET cuts. If the two measurements were independent,

the joint probability that we make each measurement, given the existence of H+,

would simply be the product of the individual probabilities, improving our ability

to rule out H+. This is not the case.

The original sets of events, in MC and data, are separated into three regions

of parameter space by the process of selecting events passing the 5jet+ 6ET loose

cuts, and the NN cuts applied by the NNWH network, or the 4jet+ 6 ET and

NNHH cuts. Let the set of events passing the former cuts be denoted B, and

events passing the latter be denoted A, and the set of events in common between

the two be denoted A � B. A schematic diagram of this separation of events is

shown in �gure 9.9. Let � denote the fraction of A which is also included in

B. It is clear that if � is non-zero, our measurement of the set A will a�ect our

prediction of the set B, and that apriori information decreases the usefulness of

B in improving our limit. Table 9.2 gives the value of � for all signals. The

choice of using A, B or both in the calculation of the �nal limit depends on the

method used, and the amount of overlap expected. In the case of a frequentist

analysis (Section 9.2), the amount of additional information contained in, say, B

given a measurement on A is a major concern. If all of the H� in B were also in
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Figure 9.9: Schematic of how t�t ! WHbb might be separated by the two sets of
cuts and neural network selection.
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A, no new information could be gleaned from a measurement on B, and we would

weaken the limit because we include nothing more than background. Table 9.2

shows the fraction of the 4jet+ 6ET sample which is in the 5jet+ 6ET sample, but

the 5jet+ 6ET sample is obviously smaller. In fact, 80 � 95% of the 5jet+ 6ET is

found in the 4jet+ 6 E sample. Although a Bayesian approach is not sensitive to

the addition of a at background, the complication of removing the large measured

overlap for an improvement which is expected to be minimal has motivated the

choice to set limits based on A or B, but not both. According to the e�ciencies

listed in table 7.2, we expect stronger limits when using theNNHH network, despite

the fact that it uses JET MS MULTI, which has about a 9% reduction in L as

compared to JET MULTI. For that reason, we choose to set limits based on our

measurements with the NNHH network.

9.0.1 Accessible region of parameter space

We rely on Monte Carlo for our estimates of the expected number of H+ decays,

and our search must be limited to the parameter space in which our MC remains

valid. At leading order, the Yukawa couplings of the top and bottom quarks to

charged Higgs are:

ht =
mt

v sin �
; hb =

mb

v cos �
(9.3)

v =

p
2MW

e
sin �W (9.4)

= 174:1GeV

In order to stay in the perturbative region, we require that the coupling strengths

be less than one:

�h �
h2f
4�

< 1 (9.5)

which translates to approximately:

0:3 < tan � < 150 (9.6)
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Leading order calculations cannot be trusted if jmt�mH+j is small and either �(t)
or �(H+) is large. The latter also brings into question the reliability of our MC.

We therefore require:

�(t) < 10� �(t!W+b) (9.7)

�(H+) < 7:5GeV (9.8)

which limits our search to BR(t! H+) < 0:9, and mH+ < 160GeV .

9.0.2 Estimation of low tan�

When the large amount of MC needed for this analysis was generated, the purpose

was the exclusion of H+ in the region where the BR(H+ ! �) was large, that

is, high tan�. However, if one is to set a limit using the Bayesian prescription,

the entire range of allowable tan� must be probed. The decays for which no MC

exists are:

1. t�t!WH; W ! � ��;H ! c�s

2. t�t!WH; W ! jj;H !Wb;W ! � ��

3. t�t!WH; W ! � ��;H ! Wb;W ! jj

4. t�t! HH; H ! � ��;H ! c�s

5. t�t! HH; H ! � ��;H !Wb;W ! jj

6. t�t! HH; H !Wb;W ! � ��;H !Wb;W ! jj

7. t�t! HH; H !Wb;W ! � ��;H ! c�s

where all additional decays contain 5jets+ 6ET in the �nal state, and whose e�-

ciencies are known in the indirect search. We estimate the e�ciency for each of

these channels by:
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1. Cases 1-3

� Let the e�ciency and error on e�ciency of this mode be EffWW
WH with

the error on EffWW
WH , for the case ofMH+ = 80GeV . That is, we assume

that the W ! � �� looks like the H+ ! � ��, and that the H ! c�s looks

like the W ! jj.

� Scale the e�ciency and error on e�ciency as a function ofMH+ accord-

ing to the mass dependence found in the case t�t! H+bW��b;H+ ! c�s

in the indirect search [9].

2. Case 4-7

� Let the e�ciency and error on e�ciency of this mode be EffWW
HH , for

the case of MH+ = 80GeV . This has the same implication as in cases

1-3.

� Scale the e�ciency and error on e�ciency as a function ofMH+ accord-

ing to the mass dependence found in the case t�t ! H+bH��b;H+ !
c�s;H� ! � �� in the indirect search.

These estimates are quite crude, and we do not expect them to reect the real

e�ciencies of the low tan� decay modes; however, our lack of knowledge does not

hurt us too much, because the branching ratios of these additional modes are quite

small. Figure 9.10 shows the branching ratios for modes where at least one top

quark decays to a W , and all BRs include the 65% BR(� ! jet). Note that the

only mode with a large BR is the mode for which we have MC. Figure 9.11 shows

BRs for modes where both top quarks decay to a H+. The error on the

e�ciency for these additional modes are taken to be the same fractional error as

that for t�t ! WW , or about 20%. Because we have little faith in our estimate,

we should investigate the e�ect of changing this e�ciency. We consider the e�ect

of raising the e�ciency by a factor of two, or a 5� change. Figure 9.12 shows the
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Figure 9.12: Number of events from t�t decay expected in the NNHH network,
including the estimated modes for low tan �.

number of events due to t�t decay only, which are expected in the NNHH network

for a NN cut of 0.88, as a function of tan �. The e�ect of raising the e�ciencies of

all estimated decays by a factor of 2 is also shown.

The number of expected events maps onto some probability curve, as indicated

by equation 9.2. Figure 9.13 shows the probability curves, where, in reference to

equation 9.2, n is the number of events measured in JET MS MULTI, b is the

number of events expected from W + jet, QCD, and t�t ! XX for a NN cut

of 0.88. Also shown is the change in P (n; b; �b) resulting in an increase of the

estimated e�ciencies by a factor of two. In the Bayesian approach to setting

limits, we integrate the probabilities to a point, tan�0, which is the point where

95% of the area under the probability curve has been integrated, corresponding to
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Figure 9.13: Probability that we measure the data, given all t�t decays, including
the e�ect of increasing the low tan � estimates by a factor of two.
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the 95% con�dence limit on tan �. Figure 9.13 shows that the change in area due

to the change in e�ciency is of order 5%, and because the change occurs at low

tan �, we expect the e�ect on the limit to be negligible.
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9.1 Bayesian Results

In the Bayesian method [44][45], we are not concerned with the absolute probability

of measuring n given a parent distribution with mean b, but with the relative

probability. That is, given a measurement n, what values of tan � and MH+ are

most probable.

P (tan�;MH+jn) = P (nj tan�;MH+)P (tan�;MH+)R R
P (nj tan�;MH+)dMH+d(tan �)

(9.9)

We rule out values of (tan �;MH+) which are less than 5% likely, given our mea-

surement. We assume all (tan�;MH+) are equally likely, so that

P (tan�;MH+jn) � P (nj tan�;MH+)R R
P (nj tan�;MH+)dMH+d(tan�)

(9.10)

At this point, we have generated, using equation 9.2, the probability of measuring

exactly n events, as a function of tan� for some particular Higgs mass, M i
H+,

P (nij tan�;M i
H+). Because the networks were optimized on di�erent MH+ and

each network made a di�erent but correlated measurement, we cannot directly

write equation 9.9, which is a continuous function of tan �; MH+ for �xed n. In

the case of many measurements, equation 9.9 must be written:

P (tan�;MH+j~n) � P (~nj tan�;MH+) (9.11)

where ~n is a vector of the number of measured events for each network. The prob-

lem is in writing P (~nj tan�;MH+) in terms of what we know, P (nij tan�;M i
H+).

The problem would be greatly simpli�ed if one measurement could be made, and

from that P (nj tan�;MH+) calculated for any MH+. The only possible drawback

is the loss of e�ciency caused by using a network trained on one Higgs mass to

look for decays from some other Higgs mass. Figure 9.14 shows the e�ect of using

a network trained on one Higgs mass to search for decays from some other Higgs

mass. The errors shown in Figure 9.14 are statistical only, and when considering

that the total error is around 20% of the e�ciency, each curve is consistent with

at. We can therefore use only one network to look for all decays.
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Returning to equation 9.9, we see that we need probabilities for a continuum

of Higgs masses, but only have Monte Carlo for a few points. In order to gen-

erate P (nj tan�;MH+) for all MH+, we �t the P (nj tan�;MH+) for the gener-

ated masses of 50, 80, 110, 140, 160 GeV with 12th order polynomials, and �t

each of the thirteen parameters of those polynomials as a function of MH+ with

third order polynomials. The �ts to the parameters can then be used to generate

P (tan�;MH+jn) for any intermediate Higgs mass. The collection of probability

curves for di�erent MH+ form the likelihood surface of equation 9.9, and we set a

limit along a contour of constant likelihood which encloses 95% of the volume un-

der the surface. Figures 9.15 - 9.16 show the �ts to the thirteen parameters of �ts

to P (njMH+; tan�) for a network trained on t�t! HH. The region of physical

interest is 0:3 < tan� < 150. The original �t extends from 0:1 < tan � < 300

to ensure that the estimate is well behaved in the physical region. Figures 9.17

- 9.21 show P (nj tan�;MH+) from an analytic calculation (using e�ciencies from

MC), and the estimate of the �t using �ts to the eleven parameters. Figure

9.22 shows the probability surface constructed from the measured and predicted

probabilities at each higgs mass.
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Figure 9.16: Fits to the last seven parameters used to �t probabilities from the
NNHH network, where the cut on the output was placed at 0.88.
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Figure 9.18: Probability of measuring the data in the NNHH network.
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Figure 9.19: Probability of measuring the data in the NNHH network.
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Figure 9.20: Probability of measuring the data in the NNHH network.
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Figure 9.21: Probability of measuring the data in the NNHH network.
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9.1.1 Choosing the NN cut

We now have all of the information in hand to exclude regions of space unlikely

to contain H+, and we must choose a cut on the neural net output. An estimate

of the area in the (tan�;MH+) plane which will be excluded can be made using

MC, where our n is not the number of observed events, but the number predicted,

given contributions from t�t! WW , W + jets, and QCD only, and our b contains

contributions from all sources. Figure 9.23 shows the area we expect to exclude

for various NN cuts, as well as samples of MC exclusion curves. We choose a NN

cut of 0.88, which maximizes the excluded area.

9.2 Frequentist Results

One method of setting limits examines only the probability that a measurement

belongs to some predicted parent distribution. A 95% con�dence limit is set on

a process when �ve or fewer of 100 experiments would produce the measurement.

The prediction of the number of experiments which would produce n or fewer

events in 100 experiments, given a parent distribution with a mean of b is

Ne = 100
nX

m=0

Z 1

0
d�
�ne�m

m!

1p
2��b

e�(��b)
2=2�2

b

= 100P (n; b; �(b)) (9.12)

The frequentist approach examines the absolute probability that some outcome is

obtained, and is not a�ected by probabilities in other regions of parameter space,

as is the case in the Bayesian approach. For that reason, the additional low tan�

decays which had to be estimated in the Bayesian analysis are no concern here.

Figures 9.24 shows the probabilities of measuring n or fewer events in the NNHH

network, where n is the number of events found in JET MS MULTI. Also shown is

the number of events expected in the NNHH network, given H+. A 95% con�dence

limit is set where the probability is < 5%.
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Figure 9.24: a) Probability that JET MS MULTI containing H+ would give
at most the values measured in data. b) Number of events expected in
JET MS MULTI given H+
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Figure 9.25: Region excluded by our search, for a NN cut of 0.88.

9.3 Conclusions

We have performed a direct search for a charged Higgs lighter than the top quark,

in the region of 0:3 < tan � < 150, and any couplings of H+ to non-SM particles

was ignored. Figure 9.25 shows the excluded region which results from a frequentist

approach, as well as a Bayesian approach. We show the comparison of the limits

set by the indirect and direct searches.

We also show the e�ects of some alternative choices in the analysis. The �rst

concern is the e�ect of using a NN cut other than 0.88. Figure 9.26 shows the

e�ect of using three di�erent cuts on neural network output. The small e�ect on

the limit is an indication of the robustness of the result.

Our next concern is the poor �t at 80 GeV to some of our 13 parameters used

to estimate intermediate Higgs masses (Figures 9.15 - 9.16). It is clear from Figure

9.18 that the area under the probability curve is incorrect. Our problem, of course,

is a lack of Monte Carlo. We can make an estimate of the error in the Baysian limit

by using a di�erent �t to these 13 parameters. Using the �ve masses available, we
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Figure 9.26: E�ect on the Bayesian limit of using di�erent cuts on neural net
outputs.

can over-�t using a fourth order polynomial, which will force the curve through all

mass points, but we can have little faith that the intermediate values estimated

more accurately than the estimate using only a cubic �t. Figure 9.27 shows the

e�ect of using a fourth order �t to generate the surface P (tan�;MH+jn).
Additional Monte Carlo will be used to �ll in the masses 65 GeV, and 95 GeV. It

is expected that the resulting limit will lie somewhere in the small space between

the curves obtained from the fourth and third order �ts.
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9.3.1 Limits from other experiments

CDF, and LEP2 both have limits on a direct searches for H+. Like the D� search,

CDF looks for decays of the type t�t! H+X;H+ ! �+�� . LEP2 looks for H
+ in

the process Z ! H+H�, where the H+ decays to � or c�s. Figure 9.28 shows the

current limits from these two experiments. The Feynman rule for the ZH+H�

vertex is:
�ig cos 2�W
2 cos �W

(p+ p
0

)� (9.13)

So that the BR(Z ! H+H�) is independent of tan �; however, the decay of H+

does depend on tan�, and we therefore do expect to see some structure in the limit

placed by LEP2. As one expects, the limit is independent of tan� in the region
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where H+ is independent of tan�, namely 3 � tan�.

CLEO has performed an indirect search for H+ in the FCNC decay b! s[46].

The SM decay proceeds through a triangle diagram containingW+; c. The presence

of H+ allows for the competing triangle diagram containing H+; c. The lower limit

onMH+ set by CLEO isMH+ > 244+63=(tan�)1:3, although this limit is not valid

in cases where the H+ is allowed to couple to non-SM particles [47].
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Appendix A

Principles of Feed-forward Neural

Networks

As the cornerstone of this analysis, the topic of neural networks demands special

attention. Although useful neural networks have been in use since the mid-1980s,

they have met with some resistance in data analysis because of their \black box"

nature. I rely heavily on information from an excellent source [48] which is freely

available on the web.

A.1 Fundamentals

The basic component of every neural network is the neuron. Common to every

neuron are:

� The notion of an input, of which there may be many with distinct values,

and the notion of an output, of which there may be many, but all have the

same value.
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� Weighted connections, wik between the kth neuron's inputs, and the outputs

of any number of other neurons (with a one-to-one correspondence between

an input of one neuron and the output of another).

� An external bias, �k providing a signal to a neuron, independently of it's

inputs. The bias term is added to mirror the functionality of a biological

neuron, by acting as an inhibiting or activating external signal.

� An e�ective output sk of a neuron, calculated from it's weighted inputs and

bias, according to some propagation rule.

� Neuron output, yk, determined by a neuron's activation function, F(sk).

� Method for updating the connection weights, wik(t)! wik(t+ 1).

The most common type of neuron, and the one used here, uses a propagation

rule:

sk(t) =
X
i

wik(t)yi(t) + �k(t) (A.1)

And the activation function chosen is a sigmoid:

F(sk) = 1

1 + e�2sk
(A.2)

Figure A.1 shows a schematic diagram of the basic neuron and its connections.

The network is built from a collection of connected neurons. The topology

chosen for this analysis is called a feed-forward network, where data ows from the

network input to the output, and no feedback loops are present. The neurons are

arranged in layers, in which no connections between neurons in the same layer are

allowed. A network consisting of three layers is su�cient to model any problem,

and that is the type of network used here. Figure A.2 shows a schematic diagram

of a network with two input nodes, three hidden nodes and two output nodes.
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Figure A.2: Schematic of a full network.
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A.2 Back-Propagation

The goal of the feed-forward network is the association of a set of inputs, called

patterns (xp), with a desired set of outputs, dpo, where the subscript o denotes the

oth neuron in the output layer. There is a one-to-one correspondence between each

element in the vector xp and each input neuron.

The measure of error for the pth pattern is

Ep =
1

2

X
o

(dpo � ypo)
2 (A.3)

Using the minimization of Ep, the connection weights and neuron biases must

be updated:

wik(t+ 1) = wik(t) + �wik(t) (A.4)

�k(t+ 1) = �k(t) + ��k(t) (A.5)

�pwik = � @E
p

@wik
(A.6)

�p�k = �@E
p

@�k
(A.7)

Where  is a positive constant of the network, called the learning rate.

Using the chain rule, and equation A.1, we can write:

@Ep

@wik
=

@Ep

@spk

@spk
@wij

(A.8)

=
@Ep

@spk
ypi (A.9)

� ��pkypi

The trick is in determining the value of �pk, which is accomplished through the

process of back-propagation of errors. Using the chain-rule, and equation A.2 we

can write:

�pk = �@E
p

@ypk

@ypk
@spk

(A.10)

= �@E
p

@ypk
F 0(spk) (A.11)
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In the case that we are to update the weights of an output node, the �rst term

can be calculated from the de�nition of Ep:

@Ep

@ypo
= � (dpo � ypo) (A.12)

and the adjustment to the weights of the output node is:

�pwjo = �poy
p
j (A.13)

The adjustment to the weights of the hidden nodes is determined by:

@Ep

@yph
=
X
o

@Ep

@spo

@spo
@yph

(A.14)

where h indicates a hidden node (neuron), and o indicates an output node. Using

equation A.1, this is:

X
o

@Ep

@spo

@spo
@yph

=
X
o

@Ep

@spo

@

@yph

X
j

ypjwjo =
X
o

@Ep

@spo
who = �X

o

�powho (A.15)

whence, by equation A.11

�ph = F 0 (sph)
X
o

�powho (A.16)

The bias terms, �k, can be calculated in precisely the same manner, and we �nd:

�p�k = �pk (A.17)

The goal of network training is to �nd the best set of weights, but it is very

desirable to do it in the shortest possible time. If the learning rate is small enough,

convergence will be reached, eventually. If one becomes impatient and chooses a

large learning rate, the network may oscillate around the best solution without ever

reaching it. In order to speed learning while preventing oscillation, a momentum

term � is added to the update of the weights:

�wik(t+ 1) = �pky
p
i + ��wik(t) (A.18)
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So, the neural network is just a \least-squares machine", which combines a series

of activation functions in a way which best maps a set of input patterns to a

set of desired outputs. The standard choice of desired outputs when trying to

di�erentiate between signal and background is 1, when a signal pattern is presented

to the network inputs, and 0 when a background pattern is presented. The process

of error-minimization automatically accounts for any correlations between input

variables, which always results in cuts which are as good as, or better than, cuts

chosen as constants with respect to the input variables.
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